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Centro de Investigación en Ingenieŕıa y Ciencias Aplicadas, Universidad Autónoma del Estado de Morelos,

Cuernavaca, Morelos, Ḿexico
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The paraxial regime of scalar wave optics has the same structure as non-relativistic quantum mechanics, with wavelength taking the place of
the Planck constant. The Wigner function is a central tool to explore the phase space of a system; in optics, moreover, it can be produced
by purely optical means. In this first part, we present a matrix-based formalism for the study of paraxial optical systems, and apply it to the
description of a setup that, as will be seen in the second part, produces the Wigner function.

Keywords:Wave propagation; Fourier optics; space phase measurements.

El régimen parxial de láoptica ondulatoria escalar tiene la misma estructura que la mácanica cúantica no relativista, donde la longitud de
onda juega el papel de la constante de Planck. La función de Wigner es una herramienta central para explorar el espacio fase de un sustema;
adeḿas, enóptica, se puede producir con medios exclusivamenteópticos. En esta primera parte, presentamos un formalismo matricial para
el estudio de los sistemasópticos parxiales y lo aplicamos en la descripciópn de un arreglo, que como veremos en la segunda parte, produce
la función de Wigner.

Descriptores:Propagacíon de ondas;́optica de Fourier; mediciones de fase espacial.

PACS: 42.25.Bs; 42.30.Kq; 42.50.Dv

1. Introduction

Since the invention of the laser, signal analysis performed by
optical means has become a powerful tool, due to its par-
allelism and speed. For signals in time, the conjugate vari-
able is the frequency, (i.e., the color for light or the tone for
sound). Optical signals in space, on the other hand, are often
understood as the light distribution on the plane of a screen
perpendicular to the main direction of propagation. The con-
jugate variable is now the spatial frequency at the screen
(called the momentum), which gives information about the
direction of propagation of the different (plane wave) com-
ponents of the field. For laser signal processors, the range
of directions is usually very narrow, so it is valid to describe
these systems by using the paraxial approximation. Parax-
ial wave optics is mathematically identical to non-relativistic
quantum mechanics, with the wavelengthλ taking the place
of Planck’s constanth.

An intuitive description for a signal is given by the
Wigner function [1], which lives in phase space (the ab-
stract space of time/position and frequency/momentum). The
Wigner function does not contain ‘more’ information than
the signal itself, but displays both the signal and its Fourier
transform, and is tightly constrained by its mathematical
properties. In particular, it implicitly includes the essential
Fourier/Heisenberg ‘uncertainty’ relation between the two
canonically conjugate variables.

In each domain (space and time) the Wigner function of
signals has been studied and applied since the early 1980s.

Bartelt, Brenner and Lohmann [2] built (paraxial) optical
devices to produce the (square of the) Wigner function of
a 1-dim signal in the space domain as a 2-dim image on a
photographic plate. In the time domain, the development has
followed a different route: ‘instantaneous frequency’ analyz-
ers of analogue acoustic or radio signals were produced with
electronic resonators more than a century ago. In fact, the
representation of music by notes on a pentagram is somehow
akin to a Wigner function, since it jointly specifies time and
frequency.

The purpose of this series of tutorial papers is to guide
the reader from the wave equation to the methods of parax-
ial optics that will let them understand the device in Ref. 2
for the implementation of the Wigner function. The mathe-
matical tool most convenient to describe (paraxial, geomet-
ric or wave) optics is the theory of2 × 2 matrices. This is
not an understatement, because the methods include the nec-
essary integral transforms of wave optics including Fourier
and Fresnel transforms, Gaussians, coherent states and diffu-
sion phenomena. We dedicate the first article in this series
to the presentation of a shortcut from the home base of the
wave equation to the point where matrices are used to ana-
lyze the Brenner-Lohmann setup which produces the Wigner
function with monochromatic light of arbitrary color. The
second article will give several examples of paraxial régime
of scalar waves optics described by the Wigner function, and
will present experimental results of its implementation in the
laboratory; as usual, various parameters needed adjustment,
so understanding the effects of misalignments, rotation and
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unfocusing on the Wigner function image will rely on the re-
sults of this manuscript.

This paper is organized in the following way: Section 2.
starts with the wave equation and narrows the range of inter-
est to the paraxial régime. Fresnel propagators and thin lenses
are the building blocks of optical systems and their action is
specified on wavefields of arbitrary color and phase. Gaus-
sians of complex width are fundamental to paraxial optics;
in Sec. 3 we succinctly derive some of their properties and
use them to find the canonical transform kernel, labelled by a
2 × 2 matrix, that carries the action of every optical system.
Section 4 examines the manifold of free-lens-free systems,
which includes fractional Fourier transformers. Out of two of
these, with crossed cylindrical lenses, the Brenner-Lohmann
setup is prepared for the following paper. Connections and
conclusions are summarized in section 5.

2. Global and paraxial wavefields

A wavefieldΨ(~q; t) (of position~q ∈ <3 and timet ∈ <) is a
complex solution of the wave equation

(
∂2

∂q2
x

+
∂2

∂q2
y

+
∂2

∂q2
z

)
Ψ(~q; t) =

1
c2

∂2

∂t2
Ψ(~q; t), (1)

whose Fourier transform exists (at most) as a distribution
(we thus implicitly exclude evanescent or otherwise growing
solutions). Here,c is the speed of light.

2.1. Fourier transform of a wavefield

The spatial Fourier transform of a wavefieldΨ(~q; t) is

Ψ̃(~k; t) = (F : Ψ)(~k; t)

=
1

(2π)3/2

∫

<3
d~q Ψ(~q; t) exp(−i~k · ~q) (2)

of wavenumber~k ∈ <3, whose time dependence is deter-
mined by the Fourier transform of Eq. (1),

∂2Ψ̃(~k; t)/∂t2 = −(ck)2Ψ̃(~k; t),

with k = |~k |. This equation has two independent separable
solutions labelled byτ ∈ {+1,−1}:

Ψ̃(~k; t) =
∑

τ=±1

Ψ̃τ (~k ) exp(−iτkct), (3)

wherek = |~k | ≥ 0. This ensures that by Fourier synthesis,
we recover the original function as

Ψ(~q; t) = (F−1 : Ψ̃)(~q; t)

=
∑

τ=±1

(2π)3/2

∫

<3
d~k Ψ̃τ (~k) exp[i(~k · ~q − τkct)], (4)

The wavefield is thus displayed as a generalized (Dirac)
superposition of plane waves∼ exp[i(~k · ~q − τkct)], whose

wavefronts (i.e. surfaces of constant value) are normal to~k
and advance with time in the directionτ~k. The wavelength
λ = 2π/k > 0 is bound to the time frequencyν = τkc ∈ <
by the propagation speedc in the medium. WheñΨτ (~k) has
support on a single sphere of radius|~k | = ko, we say that the
wavefield ismonochromatic.

2.2. Wavefields near to the optical axis

We now consider wavefields composed of plane waves whose
wavenumber vectors~k are all near to the axis of the opti-
cal apparatus, denoted thez-axis, lying inside asmall cone
of angleΘ. In the usual spherical coordinates~k(k, θ, φ) the
+z-direction isθ = 0; the wavenumber vector field̃Ψτ (~k ), is
assumed to have support on the caps|θ| < Θ and|π−θ| < Θ.
Each small spherical cap maps 1:1 on a disk neighborhood of
the origin in one of the two planeskz = ±k, that we label
σ = signkz ∈ {+1,−1}. On each of theseσ-planes, we
indicate by

p =
1
k

(
kx

ky

)
=

(
sin θ cos φ
sin θ sin φ

)
, (5)

themomentum2-vector, which we also label byσ. Then, the
following approximations of order 2 inθ hold:

√
k2

x + k2
y

|kz| = tan θ ' sin θ =

√
k2

x + k2
y

k

= |pσ | '
{

θ, σ = +1,
π − θ, σ = −1; (6)

kz = σ
√

k2 − k2
x − k2

y ' σk(1− 1
2p

2
σ), (7)

d~k = dkx dky dkz = k2 dk sin θ dθ dφ

' σk2 dk dpσ, (8)

~k · ~q ' k pσ · q + σk(1− 1
2p

2
σ) qz, (9)

whereq = (qx, qy). The right-hand sides will define the
paraxialapproximation of the wavefield, which we now pro-
ceed to develop.

In this approximation, we can rewrite the Fourier
synthesis of the wavefield (4) in cartesian coordinates
~q = (qx, qy, qz) = (q, qz), as

Ψ(q, qz; t) '
∑

σ,τ=±1

(2π)3/2

∫ ∞

0

k2 dk eik(σqz−τct)

×
∫

Θ

dpσ Ψ̃τ (pσ, k) e−i 1
2 σkp2

σqzeik pσ·q, (10)

where Ψ̃τ (pσ, k) = Ψ̃τ (~k ). There are four summands
in (10), two containing the factore±ik(qz−ct) in the integrand,
and two withe±ik(qz+ct). The wave equation is of second or-
der in t, so of course there are two independent solutions,
determined by the initial conditions and derivatives. In the
analysis of the output wavefield of an optical system we are
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interested only in theσ = τ terms, which advance ‘forward’
with qz = ct, containing both~k and−~k, and whose momen-
tum projectionsp± are antiparallel. Writingp = σpσ, we
can replace the integral overk ≥ 0 in (10) by an integral
over the real lineσk of Ψ̃τ (pσ, k) = Ψ̃τ (p, σk) times the
exponential factors, where no explicitσ is left. We thus have
forward wavefields written as

Ψ(q, qz; t) ' 1√
2π

∫ ∞

−∞
dk eik(qz−ct) k2

2π

×
∫

Θ

dp Ψ̃(p, k) e−i 1
2 kp2qzeik p·q. (11)

2.3. Monochromatic wavefields, Fresnel propagator

To use the tools of Fourier analysis in their simplest form,
having assumed that in principlẽψ(p, k) ≈ 0 for |p| > Θ,
we nowdisregardthis restriction and replace the integral (11)
by an integral over the unbound momentum planep ∈ <2.
The inner integral in (11) is then

ψ̄(q, qz; k) = eikqz
k2

2π

×
∫

<2
dp Ψ̃(p, k) e−i 1

2 kp2qzeik p·q, (12)

and this defines themonochromatic fieldof wavenumberk,
whose time dependence is simple,

ψk(q, qz; t) = ψ̄(q, qz; k)
e−ikct

√
2π

, (13)

and whose integral overk ∈ < yields the generic field (11).
On the qz = 0 plane —called thestandard screen— the
Gaussian oscillating factor in (12) is unity and̄ψ(q, 0; k) is
the inverse Fourier transform of̃Ψ(p; k) with respect to the
first two arguments; there, we can invert the relation (12) to

Ψ̃(p; k) =
1
2π

∫

<2
dq ψ̄(q, 0; k) e−ikp·q. (14)

Reintroducing this in (12), and after an exchange of integra-
tions, we find that the wavefield atqz is the convolution

ψ̄(q, qz; k) =
∫

<2
dq′ F (q− q′, qz; k) ψ̄(q′, 0; k) (15)

=
(
F (◦, qz; k) ∗ ψ̄(◦, 0; k)

)
(q) (16)

between the field on the standard screen, and theFresnel
propagator

F (q, qz; k) = eikqz

(
k

2π

)2 ∫

<2
dp e−i 1

2 kp2qzeik p·q

= eikqz
−ik

2πqz
eikq2/2qz . (17)

Equation (15) is a superposition of diverging waves (17) with
continuous coefficients̄ψ(q′, 0; k), similar to Huygen’s con-
struction.

2.4. Forward polychromatic paraxial wavefields

After all the approximations we made, wereplacethe ‘true’
wavefieldΨ(~q; t) in (4) by the integral over all wavenumbers
of the monochromatic fields (12) to form the (forward)poly-
chromatic paraxialfield

Ψ(q, qz; t) =
1√
2π

∫

<
dk ψ̄(q, qz; k) e−ikct. (18)

This expression has very convenient properties under Fourier
transformation and fit naturally into the Wigner function for-
malism developed for quantum mechanics. For short, we call
Eq. (18) theparaxial regimeof wave optics.

To determine the form which the wave equation adopts
in the paraxial ŕegime, we note first that for the monochro-
matic fieldsψk(q, qz; t) in (13), the sum of second partial
derivatives with respect toqx and qy multiplies Ψ̃(p, k) in
(12) by the factor−k2p2, while thect-derivative multiplies
it by −ik and theqz-derivative byik(1 − 1

2p
2). Therefore,

time-dependent paraxial monochromatic wavefields satisfy

− 1
2k2

∂2

∂q2
ψk(~q; t) =

i

k

∂

∂ 1
2 (qz+ct)

ψk(~q; t),

∂

∂ 1
2 (qz−ct)

ψk(~q; t) = ikψk(~q; t). (19)

The first equation resembles the time-dependent free
Schr̈odinger equation of quantum mechanics for unit mass,
with a ‘time’ variable1

2 (qz + ct) and a ‘Planck reduced con-
stant’ ~ ↔ k−1 = λ/2π given by thereduced wavelength
of each monochromatic field component, while the second
equation only specifies that the field is indeed monochro-
matic and moving forward. Whenψk(~q; t) is replaced from
the second equation into the first, allk’s cancel and the
full wave equation (1) is reproduced for any polychromatic
sum or integral (18) of independent monochromatic compo-
nents. When we place ourselves on a screen moving along the
z-axis with the speed of light by settingqz = ct, we remain
only with the first of Eqs. (19), which is a free Schrödinger
equation for the wavefieldsψk(q, qz) onq ∈ <2, and evolves
alongqz.

2.5. The curious geometry of the paraxial approximation

The paraxial approximation of optics entails a curious ge-
ometry, as we illustrate here. Consider, as shown in Fig. 1,
a wavefield of monochromatic plane waves (of wavenumber
k = |~k| = 2π/λ), crossing (at a small angleθ from the nor-
mal of) a screen, and sensed on the screen by modulus and
phase (as an acoustic wavefield could be). On the screen
appears a pattern of parallel wavelines with wavenumber
|k| = k|p| = k sin θ ≤ k. As we increase the wavefield angle
θ, the wavelines on the screen come closer together, spaced
by a diminishing wavelengthλθ = 2π/k|p| = λ sec θ; the
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FIGURE 1. The curious geometry of the paraxial free propagation.
A plane wavefield of wavelengthλ falling on a screen at a ‘small’
angleθ shows wavelines on the screen, of transverse wavelength
λθ = λ csc θ ≥ λ. Yet the paraxial ŕegime ‘foreshortens’ angles
so thatλθ can be as small as close toλ.

minimal wavelength on the screen isλ for θ = 1
2π. But

within the regime of ‘paraxial geometry’ we can increase
θ ' |p| beyond any bound, as if the foreshortening ofλθ

could continue down to zero. This is why paraxial optics, as
quantum mechanics, can contemplate Dirac-δ’s, or otherwise
sharp (yetmonochromatic) signals on its screen. With true
wide-angle optics and in the absence of evanescent waves
[Eq. (4)] one can define points on the screen only as sharply
as the peak of asincfunctionsin(k|q|)/|q| [3].

3. The Gaussian kernels of paraxial optics

Gaussian functions and their properties are germane to the
paraxial ŕegime of optics. They include the common bell
shape, but also chirps whose local frequency increases lin-
early with time, serving both as a useful family of wavefields
and as kernel for their transformations, as we shall now see.

3.1. Free propagation

In the previous Section, the approximation (7) ofkz from a
sphere to a paraboloid was used to define the paraxial régime.
In this ŕegime, propagation of a wavefield from the standard
screen to one atz along the optical axis, entails the transfor-
mation of the fieldsψ̄(q, z; k) of wavenumberk by an inte-
gral transform operator

[T k
z ψ̄(◦, 0; k)](q) = ψ̄(q, z; k), (20)

which acts by convolution (16) with the Fresnel propagation
kernel (17). The latter consists of a phase factoreikqz , times
an oscillatory Gaussian function. We should expect that these
operators are elements of a one-parameter group with identity
I:

T k
z1
T k

z2
= T k

z1+z2
, T k

0 = I. (21)

3.2. Thin lenses

Thin lenses are modelled conveniently by operatorsL of
multiplication by oscillatory Gaussians: they must turn a
plane wave into a spherical wave that converges to (or di-
verges from) afocal point at f along the opticalz-axis,
as shown in Fig. 2. On the reference plane (and for a
‘small’ angular spread), a converging spherical wave has
phase∼ exp[−i 1

2k(r − f)], wherer =
√

q2 + f2 is the
radius to the focal point. The paraxial approximation is con-
sistent with the consideration of lenses whose focal distance
is very large in comparison with the transversal spread of the
field, i.e., q2 ¿ f2, the hypotenuse isr − f ' 1

2q
2/f ,

and the impressed phase is thereforeexp(−i1
2kq2/f) on all

incoming wavefields. In the paraxial model thethin lensap-
proximation remains valid over all the planeq ∈ <2; in other
words, pupils can grow infinitely wide and with no obliquity
factor. We callg = 1/f the Gaussian powerof the lens,
whose representing operator on fields of wavenumberk is

[Lk
g ψ̄(◦, 0; k)](q) = e−i 1

2 kg q2
ψ̄(q, 0; k) (22)

A flat surface corresponds to the identity transformation
L0 = I for g = 0. Convergent (convex) lenses are charac-
terized byg > 0, and divergent (concave) ones byg < 0.
An x-cylindrical lensLgx,0 acts on thex-coordinate, mul-
tiplying the wavefield byexp(−i 1

2kgxq2
x), and is flat in the

y-direction. Similarly, ay-cylindrical lensL0,gy
acts on the

y-coordinate multiplying byexp(−i 1
2kgyq2

y). The general
astigmaticlens has in this exponent the quadratic formq·g q,
with a symmetric2× 2 Gaussian power matrixg; the lens is
brought to its principal axes by rotating it around the opti-
cal axis; and there, the Gaussian power matrix is diagonal
g = diag(gx, gy). The set of astigmatic lens operators which
generalize (22) also form a group [(21)] whose elements are
symmetric matricesg and whose composition is their sum:

Lk
g1
Lk

g2
= Lk

g1+g2
,Lk

0 = I. (23)

One-parameter subgroups of lenses are, for example, those
characterized byg = g1 asaxis-symmetric(i.e., those which
are invariant under rotations around the optical axis), and
aligned cylindrical lensesg = diag(gx, 0), etc.

Three-dimensional paraxial optical systems, built out of
paraxial free propagation and thin lenses, can be represented
by 4× 4 matrices of a certain type (symplecticmatrices [4])
and form a 10-parameter group. In the paraxial régime more-
over, there is a straightforward (and rather subtle) correspon-
dence between geometric and wave optics, and between op-
tics and mechanics of quadratic potentials (both classical and
quantum) such as the free particle, the harmonic and the re-
pulsive oscillators [5]). In this exposition, however, we shall
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FIGURE 2. An ideal thin convex lens turns a plane wavefield into
a convergent spherical one, multiplying by a phase factor. In the
curious paraxial geometry, the spheres are approximated by oscu-
lating paraboloids and there is no pupil to restrict rays, nor obliquity
factor.

be interested in a subset of systems composed of cylindrical
lenses, all aligned on thex- or on they-axes; and free prop-
agation, which is axis-symmetric. Such systems aresepara-
ble in x–y cartesian coordinates, so it is necessary to study
lenses and free flights only on a single screen coordinate, as
in a two-dimensional optical world.

3.3. Gaussian functions

As we saw above, both free-flight and lens transformations
involve complex Gaussians, so we shall proceed now to
gather their relevant properties for intensive use. We shall
write theGaussianfunction with the notation

Gω(q) =
1√
2πω

e−q2/2ω, Reω ≥ 0, ω 6= 0, (24)

whereω is a (complex) parameter loosely referred to here as
the Gaussian’swidth. (Strictly speaking, the width is

√
ω.)

The theory of heat diffusion is well served by Gaussian ‘bell’
functions of real widthω > 0 (proportional totime), and nor-
malized such that∫

<
Gω(q) dq = 1, Reω > 0. (25)

Now the Fresnel transform (17) contains Gaussians of pure
imaginary widthω = −iqz/k, while the lens phase factor
(22) multiplies with a Gaussian of widthω = −i/gk. One
may extend all formula to the limit Reω → 0+ as long as in-
tegrals are performed in company with well-behaved square-
integrable functions. This is theweakextension of functions
that includes Diracδ’s as limit points of sequences of Gaus-
sians.

The complex-ω Gaussian (24), shown in Fig. 3, is a two-
valued function due to the square root ofω in the normaliza-
tion factor. For the Fresnel propagator (17) one must spec-
ify that ‘−i’ is e−iπ/2 (and note+3iπ/2), because the nor-
malization integral (25) exists only when we approach the
imaginary-ω axis from the complex right half-plane. (The
origin of this bivaluation is deeper: it relates to themeta-
plectic signthat underlies linear canonical transformations in
paraxial geometric and wave optics.) When|ω| → 0 from
the right half-plane, Eq. (25) implies that the Gaussian con-
verges weakly to the Diracδ(q); thus the limitqz → 0+ of
the Fresnel transform (15) is the identity transformation.

3.4. Fourier transform, convolution and product of Gaus-
sians

A fundamental property of Gaussians is that the Fourier
transform ofGω(q) is also a Gaussian, albeit rescaled and
of inverse width:

G̃ω(q) = (F Gω)(q) =
1√
2π

∫

<
dq′Gω(q′) e−iqq′

=
1√
ω

G1/ω(q), (26)

for Reω ≥ 0, ω 6= 0. Since the product of exponentials cor-
responds to the sum of exponents, the product of two Gaus-
sians (24) is a Gaussian whose width is the harmonic sum of
the two widths:

Gω′ ·Gω′′ =
√

ω

2πω′ω′′
Gω,

1
ω

=
1
ω′

+
1

ω′′
. (27)

The Fourier transforms of (27) and (26) lead to the conclu-
sion that the convolution of two Gaussians is a Gaussian with
the sum of widths,

Gω′ ∗ Gω′′ = Gω, ω = ω′ + ω′′. (28)

Thus, the concatenation of two free propagations (21) sums
the displacements because the Fresnel propagators (15)–
(17) convolute properly on the wavefields. Now, when the
wavefield at a screen is itself a Gaussian bell of widthω
(Reω > 0), Eq. (28) shows that its width on a screen dis-
placed byz ∈ < will be ω(z) = ω + iz/k. Similarly, due to
(27), a Gaussian wavefunction of complex widthω falling on
one side of a thin lens of focal distancef turns into another
Gaussian of width1/ω′ = 1/ω + i 1

2gk. The complex width
parameter of Gaussians in optics remains thus in the right
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FIGURE 3. Growing, oscillating and bell-Gaussian functions for
various values of its width in the complex plane.

half-plane. Lastly, note that due to the self-reproducing prop-
erty of Gaussians under Fourier transformation (26), it fol-
lows that the free propagation and lens operators are Fourier
conjugates of each other.

3.5. Optical elements act through canonical transforms

The transformations of two-dimensional monochromatic
wavefields under the paraxial optical elements of propagation
(16)–(17) and thin lenses (22), and also the Fourier transform
(14) for wavenumberk, can be written most compactly using
the canonical transformoperators [6, 7] labelled by2 × 2
matrices:

(Tz ψ̄)(q; k) = eikqz

∫

<2
dq′Giz/k(q − q′) ψ̄(q′; k) (29)

(Lg ψ̄)(q; k) =
√

2π

ikg
G1/ikg(q) ψ̄(q; k)

=
[
C
(

1 0
−kg 1

)
ψ̄

]
(q; k), (30)

(F ψ̄)(q; k) =
k√
2π

∫

<2
dq′ e−ik2 q q′ ψ̄(q′; k)

= eiπ/4

[
C
(

0 1/k2

−k2 0

)
ψ̄

]
(q; k). (31)

In paraxial geometric optics [4], these operators act on
the classical coordinates of positionq and momentum
p = sin θ ' θ of a ray through (inverse) matrix multipli-
cation:

C(M) :
(

q
p

)
= M−1

(
q
p

)
, M =

(
a b
c d

)
, (32)

which must be of unit determinant,detM = ad− bc = 1, to
satisfy symplecticity (conservation of rays).

In Fourier wave optics, the canonical operatorsC(M) act
unitarily on square-integrable functions of the real linef(q)
through integral transforms, as

[C(M) f ](q) =
∫

<
dq′ CM(q, q′) f(q′), (33)

with the Moshinsky–Quesne [6] integral kernelCM(q, q′)
characterized by the matrixM. From Eqs. (29–31) follows
the generic form of this integral kernel:

C

(
a b
c d

)
(q, q′) =

1√
2πi b

exp i

×
( a

2b
q′2 − 1

b
q q′ +

d

2b
q2

)
, (34)

where the phase ofi is understood to be12π. This includes
properly the cases (29) and (31), while for the lens (30), the
apparently singular limitb → 0 can be evaluated using the
stationary phase method [8, 11] and shown to be a weak con-
vergence to animagertransform

[
C
(

a 0
c 1/a

)
f

]
(q) =

1√
a

exp
(
i
cq2

2a

)
f
( q

a

)
. (35)

The parametersa, b, c, d may be complex, but absolute
integrability demands that Im(a/b) ≥ 0. In particular, com-
plex Gaussians (24) are canonical transforms of the Diracδqo

Rev. Mex. F́ıs. 48 (6) (2002) 565–574



THE WIGNER FUNCTION IN PARAXIA L OPTICS I. MATRIX METHODS IN FOURIER OPTICS 571

at the pointqo:

Gω(q − qo) =
e−(q−qo)2/2ω

√
2πω

=
[
C
(

1 −iω
0 1

)
δqo

]
(q). (36)

3.6. Composition of canonical transforms

A most useful property of the canonical transform operators
and kernels is that they compose as their matrices multiply.
Namely, when

M1M2 =
(

a1 b1

c1 d1

)(
a2 b2

c2 d2

)

=
(

a1a2 + b1c2 a1b2 + b1d2

c1a2 + d1c2 c1b2 + d1d2

)
= M12, (37)

the integral transform kernels satisfy [6, 7]∫

<
dq′ CM1(q, q

′) CM2(q
′, q′′)

= µ
( b21

b1 b2

)
CM12(q, q

′′), (38)

with themetaplectic signµ(w) ∈ {+1,−1} which is found
when the complex integration is deformed carefully [7].
This µ(w) is +1 whenw is in the closure of the first com-
plex quadrant (including the positive real and positive imag-
inary boundaries), and−1 whenw is in the third quadrant
(including negative real and negative imaginary boundaries).
Canonical integral transforms are a 2:1 cover of the group of
2 × 2 matrices of unit determinant, andrepresentthe action
of paraxial optical elements on paraxial wavefields.

3.7. Canonical transforms of Gaussian functions

Using (36) and (38) we can determine in closed form, and
with only2×2 matrix algebra, the transformations undergone
by the width and center of Gaussian beams under generic
paraxial optical systems. The generic canonical transform of
the Gaussian (36) can be expressed as the kernel (34) through[
C

(
a b
c d

)
Gω(◦ − qo)

]
(q)

=
[
C
(

a b
c d

)
C

(
1 −iω
0 1

)
δqo

]
(q)

= C
(

a b− iaω
c d− icω

)
(q, qo) (39)

Now, in the opposite order for right- and left-triangular
matrices, the result again is a Gaussian with a new widthω′,
a formal rescaled centerq′o = αq, and a quadratic phase fac-
tor:
[
C

(
1 −iω′

0 1

)
C

(
α 0
c α−1

)
δqo

]
(q)

=
√

α eicαq2
o/2

[
C
(

1 −iω′

0 1

)
δαqo

]
(q)

=
√

α eicαq2
o/2 Gω′(q − αqo). (40)

We performed the first transform using (35) and rescaled
δ(q/α − qo) = α δ(q − αqo); this is valid even thoughα
is complex [for Re(α2) > 0] as can be shown from

Gω(q/α) = α Gωα2(q), (41)

in the limit whenω → 0. The product of the matrices in
Eqs. (39) and (40) determines then the width and center of
the Gaussian emerging at the end of the systemM:

ω′ =
aω + ib

d− icω
, α =

1
d− icw

. (42)

The properties of Gaussians under canonical transforms will
be used in the next article to compute the transformations of
Gaussian beams under paraxial optical systems.

4. The free–lens–free configuration

As we said above, canonical transforms have the fundamen-
tal property of composing as their matrices multiply. If the
optical elements are placed along the workbench from left to
right, the corresponding operators must be ordered from right
to left. It turns out that one can build a fair variety of opti-
cal systems with a single thin lens between a plane object at
z = 0 and a screen atz ∈ <.

4.1. FLF imager systems

Two free propagation operators (29) byz1 andz2, on both
sides of a thin lens (30) of powerg, are shown in Fig. 4, and
called theFLF configuration. When a forward monochro-
matic wavefieldψ̄(q; k) (the ‘object’) comes from the left,
the wavefield at the screenz will be transformed through

Sψ̄(q; k) = (Tz2LgTz1 ψ̄)(q; k) = eik(z1+z2)

[
C
(

1 z2/k
0 1

)
C
(

1 0
−kg 1

)
C
(

1 z1/k
0 1

)
ψ̄

]
(q; k)

= eik(z1+z2)

[
C
(

1− gz2 (z1 + z2 − z1gz2)/k
−kg 1− z1g

)
ψ̄

]
(q; k). (43)
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FIGURE 4. The free-lens–free configuration between the initial and
final screen lines; the power of the lens is fixed but the free prop-
agation intervals are variable. The system is an imager between
the continuous lines (where the focal condition holds), a Fourier
transformer between the dashed lines (where the Fourier condition
holds), and a fractional Fourier transformer elsewhere.

This one-lens paraxial system will produceimageswhen
the 1–2 matrix element in the right-hand side of (43) is zero,
because then Eq. (35) shows that the system maps the ob-
ject f(q) onto an image∼ f(q/a) with at most a quadratic
phase (leading to the same intensity distribution). An imager
satisfies the
focal condition:

1
z1

+
1
z2

=
1
f

= g, i.e.,

C
(

1− z1g 0
kg 1− gz2

)
, (44)

where the 1–1 element,a = (1−z1g)−1 = 1−gz2 = d−1, is
themagnificationfactor. When this is negative, the image is
inverted. We choose asymmetricFLF system by demanding
z1 = z2, and find from (44) that both the object and image
lines lie atz = ±2f from the lens; this is twice the focal
distance.

4.2. Fourier and fractional Fourier transformers

TheFLF one-lens configuration is aninverse Fourier trans-
formerwhen the matrix in (43) is antidiagonal, as it is in (31),
i.e., when1− z1g = 0 = 1− gz2. A Fourier transformer sat-
isfies the
Fourier condition :

z1 = z2 = f =
1
g
, i.e., C

(
0 1/kg
−kg 0

)
. (45)

The transform is (31) whenk = g. This is also a
symmetric FLF configuration where the object and im-
age lines lie at the focal points of the lens:z = ±f .
A monochromatic wavefield̄ψ(q; k) at the former becomes
e−iπ/4 e2ifk (F−1 ψ̄)(q; k) at the latter [Eq. (31)]; the phase
2fk comes from free flight over a total distance2f , which
is in the first factor of the Fresnel propagator (17) and the
canonical transform in (29).

Beside these two distinguished conjugate screens (see

Fig. 4), the symmetric FLF configuration
(

1− zg z(2− zg)/k
−kg 1− zg

)

=
(

cos 1
2πα k−2 sin 1

2πα
−k2 sin 1

2πα cos 1
2πα

)
(46)

provides thefractional power −α of the Fourier trans-
form [9],

(Fα f)(q; k) =
k exp

[
− iπ

2

(
1
2 − α mod2

)]
√

2π| sin 1
2πα|

×
∫

<
dq′ exp ik2

(
1
2 (q2 + q′2) cot 1

2πα

−qq′ csc 1
2πα qq′

)
f(q′; k). (47)

For α = 1, (46)–(47) lead to the usual Fourier transform
(45). The canonical transform operators (47) also form a
group: Fα1Fα2 = Fα1+α2 , andF0 = F4 = 1 (with the
aforementioned phase). For a givenα, theFLF parameters
are theng = k sin 1

2πα andz = (csc 1
2πα−cot 1

2πα)/k > 0;
both are finite for0 > α > 2, the lower limit is the trivial
identity transform with coincident input and output screens,
while the upper limit blows up withz → ∞. Imaging sys-
tems with finiteFLF configurations must have the lower-
triangular form (44). Not all paraxial systems can be con-
structed with one-lens arrangements, but they can by con-
catenation of up to three such subsystems [10].

4.3. The Brenner-Lohmann arrangement

Brenner and Lohmann [2] proposed the three-dimensional
FLF arrangement shown in Fig. 5 in thex–z plane it is an
imager while in they–z plane it is a Fourier transformer.
As we shall see in the second paper of this series, this ar-
rangement can be used to produce the intensity image of the
Wigner function of a one-dimensional signal.

FIGURE 5. The Brenner-Lohmann optical system.
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One places two fixed plane screens separated by2zo and,
in the middle, two crossed cylindrical lenses, the imager inx
with focal distancefx = 1

2zo = 1/gx and the Fourier trans-
former in y with fy = zo = 1/gy (so gy = 1

2gx = 1/zo).
One can use equivalently an axis-symmetric lens of power
g = 1/zo glued to anx-cylindrical (the commonest anamor-
photic lens element in Figure 5.) lens of the same powerg,

to obtain the same thin astigmatic lensL(2g,g) = L(x)
2g L(y)

g .
Instead of using4 × 4 matrices, we mark the commuting
canonical transformations undergone separately in thex- and
y-directions by separate2 × 2 submatrices. The Brenner-
Lohmann three-dimensional systemSBL = Tzo L(2g,g) Tzo

acts on paraxial monochromatic wavefields and separates in
cartesian coordinates [Eqs. (29) and (30)],

(SBLψ̄)(qx, qy; k) = e2ikzo

[
C(x)

( −1 0
−kg −1

)
C(y)

(
0 1/kg
−kg 0

)
ψ̄

]
(qx, qy; k)

=
eik/g

√
−2πi/kg

exp(i1
2kgq2

x)
∫

<
dq′ye−ikgqyq′y ψ̄(−qx, q′y; k) (48)

= eik/g G−i/kg(qx) (F◦7→kgqy ψ̄)(−qx, ◦; k). (49)

A photographic plate or charge-coupled-device camera does
not measure the complex value of the wavefieldψ̄(q; k),
but only its absolute square —the intensity of the wavefield,
|ψ̄(q; k)|2. Thus, the phase contained in the factors

eik/g G−i/kg(qx) is immaterial to the measurement.
When the Brenner-Lohmann system is not quite ‘in fo-

cus’, but has extra free displacementsz1 andz2 on the two
sides ofSBL in (49), then it works as

S ′BL = T k
z2
SBLT k

z1
= Tzo+z2L(g,2g)Tzo+z1 = eik(z1+2zo+z2)

×



C(x)

( −1− gz2 −(z1 + z2 + z1z2g)/k
−kg −1− z1g

)
0

0 C(y)
( −gz2 −z1gz2/k + 1/kg

−kg −z1g

)


 . (50)

The action along each coordinate can be understood by de-
composing the real submatrices into their solvable and or-
thogonal factors,

(
a b
c d

)
=

(
1 0
−γ 1

)(
µ 0
0 µ−1

)

×
(

cosβ k−2 sinβ
−k2 sin β cosβ

)
, (51)

with the solvable factor further decomposed into the lower-
triangular matrix corresponding to a lens (multiplication by
an oscillating Gaussian factor) and a diagonal matrix that
contains the magnification factor. From elementary algebra,
we obtain

µ =
√

a2 + k4b2,
sin β = k2b/µ,
cos β = a/µ,

γ = − c

a
− k4b

µ2a
. (52)

The leftmost factor in (51) does not modify the intensity in
the unfocused Brenner-Lohmann system (50). The central
factor entails magnifications for thex- andy- components,
which forsmallz1, z2 can be approximated by the constant

and linear terms in the Taylor series as follows:

µx =
√

(1 + gz2)2 + k2(z1 + z2 + z1gz2)2 ≈ 1 + gz2,

µy =
k

g

√
g2z2

2 + k2(1− z1gz2)2/g2 ≈ k

g
.

This magnified wavefield is then the object of fractional
Fourier transformation with anglesβx (to small unfocusing
should correspond smallβx) andβy = 1

2π + β′y (small un-
focusing of the Brenner-Lohmann system entailsβ′y small).
From (52) these Fourier angles are

βx ≈ −k(z1 + z2), β′y ≈ kz2. (53)

One of the most easiest aberrations to deal with mathe-
matically is a simple error of focus. But even in this simple
case, the assumption of the square aperture (rather than a cir-
cular aperture) is needed to keep the mathematics simple.

When a focusing error is presented, the center of curva-
ture of a cylindrical wavefront converging toward the image
of an object point-source lies either to the left or to the right
of the image plane [12].
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5. Conclusions

In this tutorial in paraxial wave optics we have presented the
use of matrices for modelling different basic optical elements,
such that a composite system is also represented by a matrix,
given by the ordered product of the matrices that describe
each of its components. These matrices turn out to be appro-
priate for the ray-optical description of the system, making
the paraxial connection between ray and wave optics trans-
parent.

A more general and perhaps more useful anamorphotic
surface is the tones, of which the cylinder is a special case.
The toric surface is found wherever anamorphotic optical sys-
tem abound, from spectacle lenses to wide-screen cameras
and projectors. Their treatment goes along the same lines as
the cases already studied. Their quartic surfaces, and there-
fore to find the transfer equation a quartic polymorfal must be
solved. Algebraic solution seems hardly worth the effort spe-
cially since numerical solutions are so easily available from
high speed-computers [13].

The Brenner-Lohmann setup was presented here as a sim-
ple example of a paraxial optical system. The importance of

this setup is that it allows the optical implementation of the
Wigner function of a 1D signal, as will be described in the
second part of this series of educational papers. There, we
will define this function, summarize its properties, and ex-
plain the mathematical details of its production from the re-
sults presented here. We will also describe some practical
aspects of the implementation of the setup in the lab, and
compare the experimental results with those obtained from
the theory.
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