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Resumen—Actualmente, existe una gran cantidad de
informacion geografica, proveniente de diversas fuentes como
imagenes de satélite, fotografias aéreas, mapas, bases de datos,
entre otras. Estas fuentes proporcionan una descripciéon
exhaustiva de los objetos geograficos. Sin embargo, la tarea de
identificar el dominio geografico al que pertenecen involucra un
procesamiento semdantico, el cual estdi basado en la
conceptualizacion de un dominio, lo que permite interpretarlo de
una manera similar a como los seres humanos reconocen a las
entidades geograficas y evitar asi la vaguedad. Este trabajo
propone un método para realizar un proceso de razonamiento
espacial cualitativo en representaciones geograficas. El método se
basa en el conocimiento a priori del dominio, el cual se encuentra
explicitamente formalizado a través de una ontologia. El
conocimiento descrito en la ontologia se valora de acuerdo con un
conjunto de etiquetas que pertenecen a algiin tipo de dominio
geografico para realizar el analisis semantico correspondiente y
mapear esas etiquetas con los conceptos definidos en la ontologia.
Como resultado, se obtiene un conjunto de dominios geograficos
ordenados por su relevancia, para proporcionar un concepto
general relacionado directamente con las etiquetas de entrada,
simulando la forma en que cognitivamente percibimos algin
dominio geogrifico en el mundo real.
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Abstract—Nowadays, there is much geospatial information
from different sources such as satellite images, aerial
photographs, maps, databases, and so on. It provides a
comprehensive description of geographic objects. However, the
task to identify the geographic domain to which it belongs is not
simple, because this task involves semantic processing based on a
conceptualization of a domain. It allows us to understand
information in a way similar to how humans recognize the
geographic entities and avoid vagueness. We propose a method
for qualitative spatial reasoning in geospatial representations.
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The method is based on a priori knowledge, which is explicitly
formalized through an ontology. The knowledge described in the
ontology is assessed according to a set of tags that belong to any
geographical domain for semantic analysis, to map those tags to
concepts defined in the ontology. As a result, a set of geographic
domains in order of relevance is obtained, for providing a general
concept directly related to the input tags, simulating the way in
which humans cognitively perceive a geographic domain in the
real world.

Index Terms—Computational and Artificial Intelligence,
Intelligent Systems, Knowledge Acquisition, Knowledge
Representation.

I. INTRODUCCION

HOY en dia, los Sistemas de Informacion Geografica (SIG)
se han convertido en herramientas muy populares para la
representacion y razonamiento de datos geograficos [1]. Estas
aplicaciones requieren de métodos de razonamiento acerca de
las entidades geograficas y de las relaciones que se definen
entre si, incluyendo todas aquellas relaciones espaciales [2].
Los algoritmos de razonamiento son ampliamente utilizados
en el campo de la Inteligencia Artificial, cuyas tareas mas
relevantes son la capacidad de verificar la consistencia de los
conjuntos de datos, actualizar el conocimiento compartido,
derivar nuevo conocimiento y encontrar una representacion
minima [3, 4].

No obstante, antes de realizar alguna tarea de razonamiento,
es necesario tomar en cuenta una representacion formal que
nos permita conceptualizar el conocimiento del dominio de
interés [S]. En este caso, las ontologias son herramientas muy
ponderosas  para  conceptualizar  cualquier  contexto,
describiendo sus conceptos y expresando sus relaciones.
Ademas, las ontologias han sido referidas como un método
para llevar a cabo este tipo de razonamiento [6—8]. Sin
embargo, existen algunas metodologias que no manejan
adecuadamente la vaguedad inherente de los datos espaciales.

Las entidades geograficas son frecuentemente dependientes
del contexto en el cual residen, con un conocimiento local que
afecta a las definiciones [9]. Asimismo, los objetos
geograficos no demarcan claramente en algunas ocasiones a
una entidad, ya que pueden formar parte de algin otro objeto
[10]. Por lo tanto, la individualizacion de las entidades es mas
importante, con respecto a los dominios geograficos que
representan o pueden pertenecer.

De acuerdo con [11], la vaguedad es inherente a los
dominios geograficos, con relacion a muchos elementos que
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son dependientes del contexto, asi como carentes de
definiciones y limites precisos. La vaguedad no es un defecto
de nuestro lenguaje de comunicacion sino mas bien una parte
util e integral. Como una consecuencia, los SIG no manejan
adecuadamente multiples interpretaciones, por lo cual la
carencia de esta caracteristica implica la creacion de nuevas
técnicas que permitan el manejo de multiples significados, asi
como la inferencia basada en razonamiento.

En este trabajo se propone un método que permite llevar a
cabo un proceso de razonamiento espacial cualitativo, sobre
un conjunto de objetos geograficos que estdn representados
como etiquetas de entrada y pertenecen a algin dominio
geografico. Para el proceso de inferencia se proponen tres
algoritmos que realizan un razonamiento espacial, los cuales
consideran el conocimiento a priori, el cual se define por
medio de una ontologia de aplicacion y marcos conceptuales.
El proceso de razonamiento se basa fundamentalmente en el
procesamiento de las relaciones topologicas, las cuales se
encargan de describir la interaccion o comportamiento de un
objeto geografico con respecto a otros.

Este articulo estd organizado de la siguiente manera: en la
Seccion 2 se presenta el estado del arte con respecto a los
trabajos mas relevantes en esta area. Asimismo, la Seccion 3
describe la metodologia propuesta para llevar a cabo el
razonamiento espacial cualitativo. La Seccién 4 muestra los
resultados obtenidos. Por ultimo, las conclusiones son
presentadas en la Seccion 5.

II. TRABAJOS RELACIONADOS

La geometria de puntos y lineas es una de las mas
ancestrales ramas del razonamiento espacial [12]. La
abstraccion de un punto sin dimension es el elemento basico
de todas las entidades espaciales que tienen que ser
construidas con base en los puntos. Una de las teorias mas
antiguas es la Geometria Euclidiana, cuyo sistema axiomatico
se utiliza hoy en dia. La idea de todo el razonamiento
geométrico puede estar basada, en las aplicaciones orientadas
a razonamiento matematico.

Los trabajos de razonamiento espacial cualitativo son
precedidos por un conjunto de representaciones espaciales, en
donde se busca que puedan ser leidos e interpretados por una
maquina [8]. En [13], se menciona la importancia de que
exista una correcta representacion de la realidad para llevar a
cabo un proceso de razonamiento espacial, ya que una de las
razones para representar el conocimiento acerca de un
dominio mas que el mismo dominio en si mismo, es a través
del conocimiento, por lo cual el mundo seria mucho mas
accesible por medios formales. Esto se debe a que las
maquinas estan sujetas al uso de enfoques formales si se
quiere realizar algun proceso de razonamiento. Sin embargo,
la informacion capturada debe contener descripciones lo mas
cercanas a como el ser humano percibe su entorno [Egenhofer,
1995]. Ademas de que uno de los principales objetivos del
razonamiento espacial cualitativo es encontrar maneras
adecuadas de representar propiedades continuas del mundo,
utilizando un sistema basado en simbolos discretos [14], [15].
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Las representaciones espaciales cualitativas han estado
evolucionado rapidamente, esto se puede observar en [16], en
donde se propone un conjunto de relaciones binarias C(x,y), la
cual se puede leer como “x conecta y”, y se demuestra que
esta relacion cumple con las propiedades de simetria y
reflexividad. Este tipo de relaciones han sido definidas para el
trabajo con regiones espaciales, en donde se puede presentar la
mayor ambigiiedad entre las entidades geograficas. Para el
caso del razonamiento espacial temporal, en [17], se propone
un conjunto de relaciones que se encargan de capturar el
comportamiento entre dos intervalos, siendo este conjunto
explicito muy utilizado actualmente en los modelos espacio-
temporales. En la Figura 1 se muestra el conjunto de las
relaciones de Allen.

X tiene lugar antes de Y

XtocaY
Y es tocado por

X sobrepone Y
Y es sobrepuesto por X

X empiezaY
Y es empezado por X

Y X durante Y
Y contiene X

Xtermina Y
Y es finalizado por X

XesigualayY

Fig. 1. Relaciones temporales propuestas por Allen.

El uso de estas relaciones se extiende mas alla del
razonamiento espacial temporal, como ha sido descrito en
trabajos como [18], donde este conjunto de relaciones puede
expandirse a un dominio R2. Por otro lado, existen nuevos
modelos de representacion como el modelo 9-interseccion de
Egenhofer [19], el cual descompone una region en términos de
su interior y frontera. Este modelo define un conjunto
relaciones espaciales topologicas entre dos regiones que se
describen por una tupla de cuatro elementos, donde el interior
se denota por el simbolo (°) y la frontera se define por (). Las
relaciones espaciales topoldgicas se denotan por una tupla de
cuatro elementos <a,b,c,d>. Las entradas corresponden al
orden de los valores topologicos invariantes, asociados a las
cuatro intersecciones, las cuales se denominan frontera-
frontera, interior-interior, frontera-interior 'y la cuarta
interior-frontera. Ademas, se restringen las relaciones
espaciales topologicas definidas por los valores vacio (@) y
no-vacio (=@) a las entrada de la tupla [20].

Asimismo, se ha propuesto el modelo RCCS, el cual es una
representacion del espacio que provee un conjunto de ocho
relaciones topoldgicas entre dos regiones [21]. En la Figura 2
se muestra el conjunto de relaciones propuesto. Este modelo
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describe las relaciones: dentro, afuera, toca, sobrepone,
contiene, cubre, disjunto e igual para objetos que se definen
como conjuntos regulares. Por tanto, el conjunto RCC8 cuenta
con una semantica bien formada y basada en la Geometria
Euclidiana [22].
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Fig. 2. Modelo de relaciones topologicas RCCS8.

Por otra parte, existen diversas propuestas para motores de
razonamiento espacial, entre ellas se encuentra el trabajo de
El-Geresy [23], el cual propone SPARQS. Este modelo es un
motor de razonamiento espacial cualitativo, cuyo enfoque se
basa en la generacion de relaciones espaciales que se definen
mediante tablas de composicion de manera automatica. El
formalismo presentado en este trabajo estd dividido en dos
partes que consisten en las restricciones generales que rigen a
las relaciones espaciales entre los objetos en el espacio y las
reglas generales para propagar las relaciones entre los objetos.
Tanto las restricciones y las reglas estan basadas en una
representacion uniforme de la topologia de los objetos, el
espacio que lo rodea y la representacion de las relaciones entre
los objetos. Un trabajo similar es el propuesto por Grutter
[24], el cual propone un conjunto de reglas y restricciones a
partir del modelo RCCS8. Asimismo, Wang [25] propone
nuevos modelos de relaciones espaciales que agrupan a las
relaciones principales (direccion, topologia, distancia y
forma), con la finalidad de implementar una aplicacién que
permita recuperar esta informacion en una base de datos. Por
otra parte, Eagleson en [26], enumera las desventajas de las
fronteras en los mapas geograficos y en especial con relacion a
las fronteras politicas. La utilidad de definirlas de manera
adecuada para sus posibles usos en razonamiento espacial
jerarquico utilizando agregaciones espaciales.

En el caso de las relaciones de direccién, en [Frank,1996] se
describe que los SIG y en Geografia en general, se tiene que
lidiar de manera comtin con espacios de gran escala, y es ahi
donde las relaciones espaciales de direccion tienen su mayor
utilidad, puesto que éstas son utilizadas casi exclusivamente
para estos casos. De igual forma, se han planteado trabajos
que utilizan el razonamiento espacial enfocado en aplicaciones
como la navegacién, robédtica y planificacion de rutas [27].
Este trabajo consiste en recibir un conjunto de descripciones
del arreglo espacial de los objetos, en la forma de un lenguaje

definido por el usuario, con el proposito de que sea entendible.
Ademas, se utiliza un subconjunto de relaciones espaciales
que son las relaciones de direccion (arriba, abajo, derecha,
izquierda).

La propuesta de Clementini [28], tiene como objetivo
definir una taxonomia para emplearse en aplicaciones de
razonamiento espacial. Este método define tres tipos de
marcos de referencia, los cuales son: el intrinseco que es
establecido con un objeto de referencia que determina el
origen del sistema de coordenadas, asi como la orientacion. El
extrinseco que puede heredar su origen de un objeto de
referencia; sin embargo, su orientacion se determina por
factores externos como podria ser un objeto convencional o
una marca. Finalmente, el diético que envuelve los tres
objetos, el objeto primario que es una relacion particular con
respecto al objeto de referencia y el punto de vista. La relacion
es impuesta en el objeto de referencia de acuerdo con su punto
de vista.

Existen varios trabajos que han sugerido la combinacion de
diversas relaciones geograficas como el descrito en [8], el cual
combina las relaciones topoldgicas y las de direccion, o bien
propuestas que combinan las relaciones de Allen, utilizadas
normalmente en R! para proyectarlas en R? y usar esta forma
de representacion para relaciones topoldogicas y de
direccion [18]. Otros esfuerzos estan orientados directamente
a combinar representaciones [29], en donde se aplican técnicas
de razonamiento espacial para solucionar problemas donde
existe una cantidad pequefia de datos y cuyos formalismos
utilizan el modelo RCCS8 y el algebra de Allen. Por otro parte,
estan los problemas con una gran cantidad de informacion por
ejemplo, la informacién que se recaba para los servicios
meteorologicos. Por lo anterior, es necesario el uso de
agregaciones espaciales. En este sentido, Shultz [30] utiliza la
combinacion de dos modelos el de proximidad cualitativa y el
RCC, con la finalidad de determinar la distancia cualitativa
entre dos objetos. Utilizando el modelo RCC, el primer paso
es determinar la relacion entre los objetos geograficos.
Después utilizando distancias cualitativas, se toman las
distancias entre cada par de objetos, mediante la férmula de
distancia entre dos puntos para un espacio en dos dimensiones.
Aqui se combinan los dos enfoques el razonamiento espacial
cuantitativo y el cualitativo.

Actualmente han surgido aplicaciones orientadas a la
recuperacion de imagenes para comprender que tipo de
informacion envuelve a una imagen [31], [32]. Asimismo, es
necesario entender como se conceptualiza una imagen o bien
que informacioén contiene y si es posible definirla, en caso
contrario se pueden presentar problemas relacionados con la
ambigiiedad [33]. En [34] se menciona que una imagen es una
descripcion ontoldgica de si misma. Como es el caso de [35],
cuyo trabajo esta enfocado en la obtencion de un formalismo
que sea lo suficientemente expresivo para incrementar la
utilidad de una descripcion pictografica. Se menciona que los
mecanismos de recuperacion deben trabajar con informacion
textual, iméagenes, sonidos, videos, etc. Ademads se establece
que existen dos tipos de recuperacion de imagenes. El primero
es del tipo sintactico, donde las imagenes son guardadas en
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una base de datos, tomando como criterio algtin valor fisico de
ésta. El segundo tipo es el enfoque basado en su significado,
se propone que la imagen sea descrita en términos del modelo
RCC8 para expresar las relaciones topoldgicas entre los
objetos [35].

En [36] se presenta una metodologia para la recuperacion
de imagenes para la busqueda en grandes colecciones de
datos. La aproximacion propuesta emplea un algoritmo de
segmentacion no supervisado, el cual permite dividir la
imagen en regiones. A partir de cada una de estas regiones, se
hace una extraccion de caracteristicas de bajo nivel como son:
color, posicion, tamafio y forma, con el objeto de emplear un
conjunto de descriptores que permitan describir dichas
regiones, asociando a cada descriptor un vocabulario simple
conocido como “objeto ontoldgico”. En [37], se propone
utilizar una herramienta mas semantica, la cual pretende
realizar una busqueda y anotacion semantica dentro de una
coleccion de imagenes, empleando ontologias como la Art and
Architecture Theasaurus (AAT), WordNet, Union List of
Artist Names (ULAN) e IconClass. Finalmente, en [38] se
presenta una técnica basada en razonamiento espacial, la cual
estd compuesta por dos partes: la extraccion de los objetos de
la imagen remota y la construccion de una representacion
grafica que sirve para realizar una etapa de razonamiento. Para
la parte de extraccion de objetos se propone una segmentacion
multiespacial de algoritmos de segmentacién concavo,
convexo, luminoso y oscuro e imagenes a diferente escala.
Posteriormente, se utiliza el modelo RCC8 para construir un
grafo basado en las relaciones entre las regiones y se
construye un arbol de decision binario.

III. METODOLOGIA RAIN

RAIN es una técnica cuyo enfoque principal consiste en
establecer un conjunto de técnicas para realizar un proceso de
razonamiento espacial, en descripciones semanticas del
contexto geografico, tomando en consideracion el
conocimiento a priori del dominio geoespacial. Para ello, se
formaliza este conocimiento por medio de una estructura
conceptual (ontologia), con la finalidad de que sea legible para
una maquina.
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Este método estd orientado en la conceptualizacién de los
conceptos y las relaciones que existen en un dominio dado,
con la finalidad de responder a una pregunta sobre a qué
dominio pertenecen un conjunto de descripciones y cudl es la
relevancia de los conceptos en ese dominio. RAIN permite
conocer el contexto de un conjunto de descripciones que a
simple vista parecen inconexas. Esta técnica se compone de
dos etapas: 1) Andlisis y conceptualizacion'y 2) Inferencia. En
la primera, se obtiene un conocimiento previo, definido con
base en las necesidades del razonamiento. En la etapa de
Inferencia se obtiene un conjunto de dominios ordenados, de
acuerdo con la cercania o similitud de las descripciones
recibidas como entrada. En la Figura 3 se muestra el marco
general de la metodologia RAIN.

A. Etapa de andlisis y conceptualizacion

El proceso de conceptualizacion (ver Figura 4) esta basado
en el método para disefiar ontologias del dominio geografico
GEONTO-MET, propuesto en [39].

Con base en esta técnica, se han utilizado los dos conjuntos
de relaciones axiomaticas base que han sido definidos:
A; = {es, tiene, hace} y A, = {preposiciones} para traducir
directamente las relaciones entre los conceptos como parte de
la conceptualizacion; es decir, la esencia fundamental es
reducir las relaciones axiomaticas en la ontologia, con ello por
ejemplo, relaciones topoldgicas como conecta, cruza,
contiene, entre otras; son definidas como conceptos del tipo
relacion en la conceptualizacion, con lo cual se obtiene una
mayor expresividad, granularidad y riqueza semantica en la
representacion [40]. Asimismo, estas relaciones axiomaticas
son utilizadas para definir a los conceptos y clases en la
ontologia.

Proceso de abstraccion: Esta tarea tiene como propdsito
realizar una revision exhaustiva sobre los objetos geograficos
que se encuentran involucrados en el conjunto de dominios
geograficos, con la finalidad de llevar a cabo un proceso de
abstraccién que defina un conocimiento a priori. Para esta
tarea la informacion fue recopilada de una ontologia de
dominio Kaab (significa Tierra en el lenguaje maya), definida
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Fig. 5. Fragmento de la ontologia RAIN.

en [40], cuya ventaja radica en que se pueden encontrar
entidades abstractas y sus relaciones [39]. Se utilizaron
definiciones del diccionario de datos del Instituto Nacional de
Estadistica, Geografia e Informatica (INEGI) [41] y del Centro
Nacional para Ontologias Biomédicas [42]. Como resultado de
esta etapa, se obtuvo la informacién necesaria de todos
aquellos objetos y dominios geograficos que nos interesa
identificar en la etapa de razonamiento o inferencia. En la
Figura 5 se muestra la informacion recabada y un fragmento
de la ontologia construida a partir de Kaab.

Proceso de sintesis: Para el proceso de sintesis ya se cuenta
con los objetos y dominios que intervienen en el proceso de
razonamiento. Sin embargo, esta informacion no se encuentra
estructurada.

Por tanto, es necesario definir cada dominio, de acuerdo con
la pertenencia y relacion de los objetos geograficos que
intervienen en él.

Entonces, se define la relacion topoldgica que existe entre
los objetos geograficos, la cual se representa por medio de una
relacion jerarquica descrita entre ellos, junto con sus
propiedades y sindnimos o alias, tanto de los dominios como
de los objetos geograficos.

En este proceso se lleva a cabo un mapeo de los objetos
geograficos con respecto a los conceptos definidos en la
ontologia, con la finalidad de iniciar el poblado de la
estructura conceptual.

La ontologia Kaab cuenta con un conjunto de entidades
abstractas del dominio geografico que ayudan a delimitar el
dominio y restringir el nuimero de conceptos que estan
involucrados en cada uno.

En la Figura 6 se muestra el proceso de sintesis, en donde se
puede observar que el conjunto de conceptos y relaciones
topoldgicas permiten la definicion del conjunto de dominios,
los cuales interactian con las ontologias para extraer las
instancias que generalizaran el proceso; es decir, a partir de la
descripcion de muchos conceptos especializados, se obtiene
un concepto general que describe al dominio en cuestion.
Asimismo, en la Figura 7 se presenta el proceso de mapeo de
la informacién recabada con la ontologia Kaab.

Proceso de valoracion semdntica: El proceso de valoracion
semantica utiliza la ontologia propuesta, junto con un conjunto
de tablas para obtener la informacion con respecto a la

41

definicion de conceptos, sus relaciones con otros conceptos
como con los dominios a las que pertenecen, sus reglas y
restricciones. Esto con la finalidad de refinar y asignar un
valor semantico a cada dominio, con base en la construccidén
de las tablas de conceptos que contienen las propiedades, lugar
en la jerarquia, nombres y sindnimos; asi como una tabla de
sinénimos de los conceptos, una tabla de dominios, una tabla
de sinonimos de los dominios, una tabla de frecuencia de
conceptos en los dominios, una tabla de composicion de
relaciones topologicas ordenadas, de acuerdo con su
relevancia y por tltimo, una tabla de refinacion semantica para
mejorar el proceso de inferencia, basada en la
retroalimentacion. A continuacion se definen las tablas
mencionadas para la valoracion semantica.

Tabla de conceptos: En esta tabla aparecen todos los posibles
conceptos que forman parte de cada uno de los dominios. Esta
tabla permite expresar de manera explicita las caracteristicas
que contiene cada uno de los conceptos. La tabla contiene la
informacion acerca de los sindnimos o de los alias con que se
conoce a los conceptos y sus propiedades. Adicionalmente,
permite conocer la ubicacioén de cada concepto en la jerarquia,
identificando los conceptos padre e hijo de cada concepto.
Cada concepto puede tener » numero de hijos; sin embargo,
solo puede tener un padre.

Asimismo, se expresan las relaciones que se pueden operar
sobre ese concepto. Finalmente, se obtiene una ontologia con
todo el conjunto de propiedades, conceptos que contienen los
dominios y la jerarquia de cada concepto (ver Figura 8). De

Conjunto de\

relaciones
topoldgicas

Conjuntode
conceptos

definen

Ontologia
de
aplicacion

RAIN-onto|

Conjuntode

dominios
L X . L. Conocimiento
Definicién de objgtgs, reIacpngs topoldgicas estructurado
y dominios geograficos

Fig. 6. Representacion del proceso de sintesis.
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Fig. 7. Proceso de mapeo.

igual forma, se describen las definiciones para la generacion
de la tabla de conceptos (ver tabla I).

Para una tabla de conceptos, sea un concepto ¢;; que
pertenece al conjunto C, por lo cual se propone la funcion
father(c; ;) que devuelve el concepto ¢, 4, definindo como el
padre de c; ;. Por lo tanto, father(c; ;) = c, , es definida.

Asimismo, sea un concepto ¢; ; relacionado con la funcion
son(c;;) que devuelve el (los) concepto (s) ¢, 4 que es (son)
hijo (s) de ¢;;, por tanto, la funciéon queda definida como
sigue: son(c; ;) = ¢y q-

De igual manera, sea P; ; el conjunto de las propiedades que
pertenecen directamente a un concepto c¢; ;, de un dominio en
particular d;|d; € D, definido como se expresa a continuacion:
P = {p(i,j, D, (), 2), ., p(G )y ).

Con respecto a las relaciones, sea R;; un conjunto de
relaciones topolégicas que aplican a un concepto ¢;; de un
dominio en particular d;|d; € D, definido de la siguiente
forma: R; ; = {r(i,/,1),7(i,,2), ...,r(i,j,n).

TABLAI
TABLA DE CONCEPTOS
Nombr . . . Relacion
ombre Sinénimo  Propiedad Padre Hijo clactol
Concepto Topolégica
Cit Si1 Py father(c;1)  son(cy;) Ry
Ci2 Siz2 Pia father(c;z)  son(c;,) Rz
Cin Sin Pin father(c;n) son(ciy) Rin
Cmn Sm,n Pm,n father(cm,n) San(cm,n] Rm,n
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De acuerdo con lo anterior, la funcién exist_concept, recibe
una etiqueta et;, la cual regresa como resultado el nimero de
concepto de interés o relevancia. En caso contrario, devuelve
un valor de falso si no existe el concepto. Esta funcion se
define de la siguiente forma:

Glo<j<n

exist_concept(et;) = { falso

De igual forma, para la generacion de la tabla de conceptos,
es necesario definir la funcion exist synonymous, la cual
recibe una etiqueta, regresando como resultado el numero de
concepto de interés o relevancia. En caso contrario, devuelve
un valor de falso cuando no existe algun sinénimo.

Glo<j<n

exist_synonymous(et;) = { falso

Por lo tanto, de acuerdo con las definiciones anteriores la
tabla de conceptos se define como sigue:

Tabla de frecuencia de conceptos en dominios: De acuerdo
con la informacion recopilada de cada dominio que fue
definido previamente, existe un conjunto de conceptos
pertenecientes a un dominio en particular, con la finalidad de
obtener la frecuencia de los conceptos en los dominios
geograficos.

Por tanto, sea D el conjunto de dominios, donde d es un
dominio geografico en particular que ha sido definido en una
conceptualizacion. Entonces ese conjunto se define de la
siguiente forma: D = {d; d,, ..., d,,}.
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Fig. 8. Ontologia RAIN obtenida del proceso de valoracion semantica.

Asimismo, sea C el conjunto de conceptos, en donde ¢ son Sea la funcion concept, la cual recibe dos parametros que
los conceptos involucrados en un dominio geografico, describen el nimero de dominio y el numero de concepto,
definido por la siguiente expresion: C = {c; ¢y, ..., Cp}. regresando como resultado el numero de concepto de interés o

Entonces, sea C; un conjunto de conceptos que pertenece a  falso en caso de que no exista el concepto. Por tanto, la
un dominio en particular, denotado por d;|d; € D y definido  funcién es: concept(d,c) = ¢, |0 <j<m,0<k <n.
de la forma siguiente: C; = {c(;1),C(i2)s -» C(im) }-

Con las expresiones anteriores, se construye una tabla de
frecuencia de conceptos en dominios, la cual contendra todos
los dominios que se desean introducir en la ontologia O; asi
como todos los conceptos que se encuentran en cada dominio
(ver Tabla II).

Para simplificar la notacion referente a los conceptos, se
puede definir una funciéon que permita asociar un concepto, Tabla de composicion de relaciones topologicas: Como parte
con un numero de dominio, asi como el indice del concepto  del procesamiento semantico, es necesario obtener el conjunto
dentro de su propio conjunto, la cual esté definida de la de relaciones existentes entre los conceptos que intervienen

Tabla de sindénimos de dominios: Una tabla de sinénimos,
permite conocer los posibles alias que puede tener un dominio
en particular, relacionado directamente con su busqueda (ver
Tabla III). Para ello, sea S; el conjunto de sinébnimos para un
determinado dominio d;, el cual estd definido por: S; =

{s@1r a2y -+ Sam}-

siguiente manera. directamente en cada dominio y definir su relevancia para
TABLATI TABLAIII
TABLA DE FRECUENCIA DE CONCEPTOS EN DOMINIOS TABLA DE SINONIMOS DE DOMINIO
Dominio Conceptos Dominio Conceptos
D, G = {ca Cazy - Cany) D, S = {Sa1 5,2y~ Sann}
D, C; = €21y C22) -~ C2my) D, S, = {5(2,1)'5(2.2)' ""S(Zvnz)}
Dy Cs = {c@ay €32y 1 Cann ) Dy S5 = {SG1y 5@z Sams)
Dy, Cm = {Camay Cmzyy ) Cemmp ) Dy S = {Sn1) Sim2). -+ Sy }
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TABLAIV
TABLA DE COMPOSICION DE RELACIONES TOPOLOGICAS

Etiquetas de Relevancia

Dominio
Necesario Comin Raro
Dtl NDl CODl RADl
Dt2 NDZ CODZ RADZ
Dt3 ND3 C0D3 RAD3
Dy; Np; COp; RAp;

cada dominio. Por tal motivo, se propone la generacion de una
tabla de composicion de relaciones topologicas, la cual se
encuentra ordenada con base en su relevancia o importancia
dentro de algtin dominio en particular (ver la tabla IV).

Para este caso, sea 1; una relacion de la tabla de
composicion integrada por los conceptos ¢; & ¢; € C &1 € R,
denotada por 1y = ¢; 13 ¢j.

Entonces, sea N el conjunto de relaciones necesarias
presentes en un dominio geografico /, en donde la presencia
de estas relaciones en el dominio indican que estos conceptos
siempre estan ligados de esta forma e interactuan en un
dominio en particular, de la forma: Np; = {rin1, Ten2s ) Tenn -

Para este caso, entonces sea C un conjunto de relaciones
comunes presentes en un dominio geografico i. La presencia
de esta relaciones en el dominio nos indica que estos
conceptos son comunes encontrarlos en este dominio en
particular, de acuerdo con: Cp; = {Tic1, Tec2s ) Tecn)-

Para el caso de las relaciones, sea R4 un conjunto de
relaciones “raras” presentes en un dominio geografico. La
presencia de estas relaciones en el dominio indican que es
poco probable encontrarlas en ese dominio; sin embargo, es
posible encontrarlas en algunas ocasiones y en algunos
dominios. Por lo tanto, el conjunto se define como sigue:
RAp; = {Rtra1, Rerazs ) Reran}-

El dominio de la tabla de composicion D;; estd compuesto
por la unién de los conjuntos Np;, COp; y RAp; que se denota
por: Dti = {NDi U COD,: U RAD,:}.

Después de obtener la tabla de composicion, se procede a
ordenar los conceptos junto con sus relaciones topoldgicas, de
acuerdo con su relevancia en el dominio. Esto indica que las
relaciones del conjunto N son una parte fundamental para
definir el dominio. En tanto, las relaciones comunes no lo son,
por lo que éstas tendran una relevancia menor en la definicion
del dominio, por lo que no es requisito contar con estas
relaciones. De igual forma, las relaciones del conjunto R4, no
son indispensables en la definicion del dominio geogréfico,
ademas de que su relevancia esta por debajo del conjunto C'y
ademas tiene menor relevancia que el conjunto N.

Para este caso, se define la funcion relevant, la cual recibe
tres parametros, una tripleta de conceptos y un dominio. Estos
elementos describen el nimero de dominios y el nimero de
conceptos en el caso de la tripleta, regresando como resultado
la relacion de relevancia de la tripleta de nuestro interés o
falso en caso de no existir una relacion de relevancia para el
dominio determinado, lo cual se define de la siguiente forma:
relevant(d, cq, cp) = 1|0 < j < m.
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TABLA V
TABLA DE REFINACION SEMANTICA

Etiquetas de Entrada Dominios de Salida

Salida, = (D)
Salida, = (D)

E; ={ei1 €12 €13, -, €10}
E; = {€21, €22, €23, ) €21}

Em =1{€31,€32,€33, -, €3n} Salida,, = (D)

Tabla de refinacion semantica: Se define para almacenar
primeramente las etiquetas que se reciben como entrada, con
la finalidad de que se validen en algunos de los algoritmos
propuestos en la etapa de inferencia, con el proposito de
asignar el dominio al que pertenece, siempre y cuando exista
una validacion por parte del usuario (ver la tabla V).

De acuerdo con lo anterior, sea return_ref una funcion que
recibe el conjunto etiquetas de entrada E; = {e;4, €12, -, €10}
que describen semanticamente ya sea uno o varios conjuntos
de dominios en particular, regresando como resultado un
conjunto de dominios de salida ordenados, de acuerdo con la
cercania definida por su similitud semdntica con respecto a la
descripcion de las etiquetas de Salida;(D). Por tanto, la
funcion se define de la siguiente manera: return_res(E;) =
Salida;(D)|0 < i <m.

B. Etapa de inferencia

La etapa de inferencia estd compuesta por cuatro tareas que
interactian de manera conjunta para analizar, describir y
deducir a qué dominio pertenece un conjunto de objetos
geograficos representados por etiquetas. La primera tarea
consiste en establecer un método de mapeo, el cual recibe
como entrada un conjunto de etiquetas. Con este conjunto se
busca si existe un concepto definido en la ontologia y que esté
directamente relacionado con esas etiquetas. Posteriormente,
con este mapeo se obtiene un conjunto de conceptos que estan
relacionados con la base de conocimiento definida en la
ontologia.

La segunda tarea consiste en la definicion de un conjunto de
técnicas de razonamiento espacial cualitativo, descrita por
tres algoritmos definidos para tal fin, a saber: 1) algoritmo de
frecuencias, 2) algoritmo de relevancia y 3) algoritmo de
genealogia semantica. Con estos algoritmos se lleva a cabo el
proceso de inferencia, tomando como entrada un conjunto de
conceptos descritos en la base de conocimiento (ontologia).

La tercera tarea consiste en definir un selector de salida, el
cual se encarga de proporcionar la salida de uno de los
algoritmos de razonamiento, de acuerdo con el grado de
efectividad que se ha definido para cada uno. Este grado de
efectividad varia con la interaccion del usuario. Finalmente, la
tarea de refinacion semdntica consiste en brindar una
respuesta al usuario, con base en un proceso de validacion, en
donde la retroalimentacion juega un papel preponderante para
examinar la riqueza semantica de la representacion. La
inferencia obtenida se almacena en la base de conocimiento
para formar parte de la conceptualizacion y determinar el
grado de efectividad del algoritmo de razonamiento empleado.
En la Figura 9 se muestra el marco de trabajo y los elementos
que forman parte de la etapa de inferencia.
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Fig. 9. Marco de trabajo de la etapa de inferencia.

Método de mapeo: El método de mapeo es un algoritmo
disefiado para recibir las etiquetas de entrada y localizar si
existen conceptos relacionados con esas etiquetas para
almacenarlas en la ontologia como instancias o individuos de
un concepto clase (proceso de sintesis). Sin embargo, antes de
esto es necesario verificar si es que ya existe un resultado
previo para este conjunto de etiquetas, utilizando la tabla de
refinacion semantica. Como salida de este método se obtiene
un conjunto de entradas existentes dentro del conocimiento
previo o bien el conjunto de dominios D ordenado. En caso de
que las etiquetas ya hayan sido agregadas anteriormente y
validadas por un usuario, se almacenan como parte de la
conceptualizacion (ontologia O). A continuacion se presenta el
algoritmo referente al método de mapeo propuesto (ver la
tabla VI).

TABLA VI
ALGORITMO PROPUESTO PARA EL METODO DE MAPEO
Entrada:
Se tiene como entrada un conjunto de etiquetas que representan objetos
geograficos: EtE = {ete,, ete,, ..., ete, }, una tabla T, de conceptos y una
tabla de refinacion semantica T..

Salida:

Un vector de mapeo VM conformado por una bandera llamada SC que
toma dos valores posibles: falso o verdadero, un conjunto de conceptos de
entrada CE = {cey, ce,, ..., ce,} cuando SC sea falso, o bien un conjunto
de dominios ordenados D = {d,, d,, ..., d,,} cuando SC sea verdadero.

Variable SC « falso
Si return_res(EtE)
Entonces SC < verdadero
Devuelve (SC,D)
Sino
Entonces
Por cada c; € C dondei =1:n
Si exist_concept(c;)
Entonces c; — ce;
Sino exist_synonymous(c;)
Entonces c; — ce;
Fin de Ciclo
Devuelve (SC,CE)
Fin del Algoritmo
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C. Técnicas de razonamiento espacial cualitativo

En este trabajo se proponen y describen tres algoritmos
enfocados a realizar razonamiento espacial. El primero es un
algoritmo de frecuencia conceptual que cuenta las ocurrencias
de cada concepto en un dominio geografico. El segundo es un
algoritmo de relevancia que busca la relacion que existe entre
los conceptos que recibe como entrada y su importancia en el
dominio geografico y el tercero es un algoritmo de genealogia
semadntica que obtiene a los conceptos padre, calculando la
jerarquia de conceptos que involucran a un objeto geografico
representado por un concepto en el dominio, con lo cual se
asume que este método podria utilizarse para proporcionar una
definicion del contexto.

Algoritmo de frecuencia conceptual: La finalidad de este
algoritmo radica en contar el nimero de veces o calcular la
frecuencia con la que aparece un conjunto de conceptos en un
determinado dominio, a lo que se le ha denominado como
firecuencia conceptual.

Asimismo, la salida se ordena de mayor a menor de acuerdo
con su repeticion. Este algoritmo recibe un conjunto de
conceptos que previamente se han verificado, por tanto,
existen en la base del conocimiento (esta verificacion se
realiza por medio del algoritmo de mapeo).

Posteriormente, es necesario utilizar la tabla de frecuencias
de conceptos en los dominios, con la finalidad de buscar
cuantas veces aparece cada concepto en cada dominio
geografico que tiene la base de conocimiento. En la Tabla 7 se
presenta el algoritmo de frecuencia conceptual.

TABLA VII
ALGORITMO DE FRECUENCIA CONCEPTUAL
Entrada:
Un conjunto de conceptos que existen en la ontologia

CE = {ce;ce,,...,cey,}, una tabla Tf de frecuencias de conceptos en
dominios y un vector de mapeo VM.

Salida:
Un conjunto de dominios ordenados D = {d, d,, ..., d,}
Variables: frecuenciadelDominio = {fd,, fd,, ..., fd,}
Inicializar el conjunto de variables frecuencia de dominio en 0
Si SC es falso
Entonces
Por cadad; € D,dondei = 1:n
Por cada ce; € CE, dondej=1:m
Si concept(d;, ce;)
Entonces incrementa fd;
Fin de ciclo
Fin de ciclo
Ordena resultados frecuenciadeldominio = {fd 4, fday, ..., fdan}
Sino entonces salir
Fin del Algoritmo

Algoritmo de relevancia: El algoritmo de relevancia recibe
como parametro un conjunto de entradas existentes del
algoritmo de mapeo y un conjunto de tablas de composicion
de relevancia en el dominio. Por tanto, como salida se obtiene
un conjunto de dominios ordenados, de acuerdo con su
relevancia.
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TABLA VIII
ALGORITMO DE RELEVANCIA

TABLAIX
ALGORITMO DE GENEALOGIA SEMANTICA

Entrada:

Un conjunto de conceptos que existen en la ontologia
CE = {ce;ce,, ..., cep}, una Tc de composicion y un vector de mapeo VM
Salida:

Un conmjunto de dominios ordenados D = {d,,d,, ...,d,}, junto con un
conjunto de etiquetas de relevancia ERD = { ERd,, ERd,, ..., ERd;} para
cada dominio ERd; = {Np;, COpyi, RApy}, donde i = 1:n
Variables: Un conjunto de etiquetas de
ERD = { ERd,,ERd,, ..., ERd;} para cada dominio.

Si SC es falso

Entonces

relevancia

Por cadad; € D, dondei=1:n
Por cada ce; € CE,donde j = 1:m
Por cada ce, € CE,dondek =1:m
Si relevant(di, cej, Cek)
Entonces incrementa la etiqueta
correspondiente a
ERd; = {Npy;, COpgi, RApyi}
Fin de ciclo
Fin de ciclo
Fin de ciclo
Ordena resultados de ERD
Sino entonces salir
Fin del Algoritmo

La utilidad de este algoritmo es que permite clasificar el
grado de importancia de los conceptos en un dominio, y asi
proporcionar mayor riqueza semantica a los conceptos en cada
dominio en particular. El algoritmo de relevancia realiza una
busqueda de todos los conceptos que recibe como entrada en
la tabla de composicion de relevancia de cada dominio, con el
fin de saber si esos conceptos estan relacionados. Finalmente,
se obtiene como salida un conjunto de dominios. En la tabla
VII se describe el algoritmo de relevancia para aplicar
razonamiento espacial a un conjunto de objetos geograficos.

Algoritmo de genealogia semdntica: Las operaciones que
realiza el algoritmo de genealogia semantica se dividen en tres
tareas. La primera es buscar los conceptos padres e hijos de
cada uno de los conceptos de entrada. La segunda consiste en
utilizar el algoritmo de relevancia para obtener el dominio
resultante (solo se tomara el primer resultado obtenido por el
algoritmo de relevancia). La ultima tarea consiste en realizar
una suma de las salidas para mostrar el dominio que haya
aparecido mas con las entradas dadas al algoritmo de
relevancia. La salida del algoritmo de genealogia, puede ser un
dominio o bien la salida puede ser un conjunto vacio, lo cual
indica que no se encontr6 ningun dominio.

El proceso del algoritmo de genealogia es el siguiente:
primero, si el vector de mapeo VM es falso, entonces recibe
los conceptos de entrada. Luego, busca la clase padre de cada
uno de los n-conceptos de entrada y sustituye el i-ésimo
concepto por el concepto padre, para invocar el algoritmo de
relevancia con ese nuevo conjunto de entradas. Del resultado
obtenido por el algoritmo de relevancia se guarda solo el
primer elemento obtenido en un vector de salida, el cual
contiene el dominio resultante de las veces que se repite dicho
dominio. Este proceso es iterativo y se repite de acuerdo con
el nimero de conceptos padres que se hayan encontrado.
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Entrada:
Un conjunto de conceptos que existen en la
ontologia CE = {ce,ce,, ..., ce,;} y un vector de mapeo VM

Salida:

Un conjunto de dominios ordenados D = {d,,d,, ..., d;}

Si SC es falso

Variables: Una copia temporal CET de los conceptos de entrada CE, Un

conjunto de dominios Dominios = {d,,d,, ..., d,}.
Entonces
Por cadai € N,dondei = 1:n

CE - CET
Si father(cet;) # 0
Entonces father(cet;) — cet;
Algoritmo de relevancia(CET)
d; = Dominios
Fin de ciclo
Por cada son(ce;)
CE -» CET
Si son(cet;) # 0
Entonces son(cet;) — cet;
Algoritmo de relevancia(CET)
d, = Dominios
Fin de ciclo
Eliminar Repetidos(Dominios)
Sino entonces salir

Fin del Algoritmo
TABLA X
ALGORITMO ELIMINAR CONCEPTOS REPETIDOS
Entrada:
Un conjunto de dominios Dominios = {d,,d,, ..., d,}.
Salida:

Un conjunto de dominios ordenados D = {d,d,, ..., d;}
Variables: Un conjunto de vectores de salida dominios conformado por el
nombre del dominio sd y las ocurrencias en el dominios osd
SD = {< sdy,0sd; >, < sdq,0sd; >, ....,< sd,,0sd, >}
Por cada d; € Dominios,donde i =1:n
Por cada d; € Dominios,donde j = 1:m
Si dj # nulo
Sid, =dj&i#j
Entonces dj — nulo
Por cada sd;
Sid; =sd;
Entonces incrementa osd_i una unidad
Sino Entonces di — sdi,
incrementa osd; una unidad
Fin de ciclo
Fin de ciclo
Fin de ciclo
Ordena(SD)
Fin del Algoritmo

El proceso para los conceptos hijos de cada concepto de
entrada es similar, con la diferencia de que cada concepto de
entrada puede tener un numero m de conceptos hijos; por lo
que cada concepto hijo serda una entrada individual al
algoritmo de frecuencia. Este algoritmo se describe en la
Tabla 9, asi como el algoritmo que representa una funcién
para eliminar conceptos repetidos en la tabla X.

D. Selector de salida

El algoritmo selector de salida recibe los resultados del
conjunto de algoritmos y define cual es el resultado de
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razonamiento mas apropiado, de acuerdo con el grado de éxito
de cada algoritmo de razonamiento implementado.

La efectividad o éxito del algoritmo depende directamente
de las interacciones que se realicen con el usuario, ya que es
necesario validar este conocimiento de una manera cognitiva
para que pueda servir como un mecanismo de
retroalimentacion a la base de conocimiento y se tenga mayor
granularidad semantica.

La funcion principal de este mecanismo es la comparacion
entre un grupo de tres resultados, si los tres conjuntos de
resultados son iguales, se desplegarda cualquiera de los
conjuntos, si encuentra al menos dos resultados iguales de los
tres que recibio, se mostraran los resultados que fueron
iguales. En caso de que ninguno de los resultados fue igual se
visualiza el que tenga mayor grado de efectividad. Este
procedimiento es descrito en el algoritmo mostrado en la
Tabla 11.

TABLAXI
ALGORITMO SELECTOR DE SALIDA

Entrada:
Un vector de mapeo VM, Un conjunto de dominios ordenados por cada
algoritmo de razonamiento CAr = {Ary, Ar,, ..., A}
Salida:
Un vector de salida VS = {4, CARS} con los siguientes datos. Un conjunto
de dominios ordenados A = {D;,D,, ..., D, } , y el conjunto de algoritmos
de razonamiento espacial cualitativo de salida utilizados en la forma
CARS = {A,,A,. A3, salidaConocida}
Variables: Tres conjuntos A,,4,,A; que denotan a los algoritmos con
mayor grado de éxito de la forma A = {D;,D,, ..., D,,}
Si SC es verdadero
Entonces entrega el conjunto {(D), (salidaConocida)} del vector de
mapeo VM como salida.
Sino
Entonces exito(CAr) - {A;,A,, A3}
Si compara(A,,A,) es verdadero
& compara(A,, A;) es verdadero
Entonces despliega {(4,), (41, 4;,43)}
Si compara(4,,4,) es falso &
compara(A;,A;) es verdadero
Entonces despliega {(4,), (41, 43)}
Si compara(A,,A,) es verdadero &
compara(A,,4;) es falso
Entonces despliega {(4,), (41, 4,)}
Si compara(4,,4,) es falso &
compara(A,,4;) es falso
Entonces
Si compara(A,, A;) es verdadero

Entonces despliega {(4,), (4,)}

Sino

Entonces despliega {(4,), (4,)}
Fin del Algoritmo

Inicio Funcién Compara
Entrada:
Un par de conjuntos ordenados A, y 4,
Salida:
verdadero en caso de que sean iguales o falso en caso de que sean
diferentes
Por cada DA1; € DAl,dondei = 1:n
Si DA1; # DA2;
Entonces devuelve falso
Fin de ciclo
devuelve verdadero
Fin de funcion compara
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IV. RESULTADOS OBTENIDOS

En la presente seccion se presentan los resultados obtenidos
de acuerdo con cada una de las etapas definidas en este
trabajo.

A. Arquitectura del sistema

La arquitectura del sistema implementado se muestra en la
Figura 10 y estd compuesta de tres partes. La primera es el
repositorio donde se procesan los marcos conceptuales. La
segunda realiza la carga del modelo persistente de base de
datos construido a partir de la ontologia.

Finalmente, se encuentra la entrada del sistema que se
relaciona directamente con la etapa de inferencia. Esta etapa
se encarga de consultar la informacion del modelo persistente
para devolver como resultado un concepto general al dominio
en cuestion o al contexto geografico.

B. Marcos conceptuales

Para representar el conocimiento y que éste pueda ser leido
por la maquina, sin que todo el conocimiento tenga que ser
ingresado de una sola vez, se selecciona una estructura basica.

Para este caso, se ha elegido el uso de los marcos
conceptuales [43], [44]. Para su implementacion, se eligid
utilizar el metalenguaje XML [45], ya que de acuerdo con su
estructura se puede realizar una apropiada clasificacion
taxondmica y organizacion del conocimiento a priori. Los
marcos conceptuales estan clasificados en dos tipos:
particulares 'y generales.

Los marcos particulares (ver Figura 11) contienen la
informacion de todos los conceptos que integran directamente
y representan un dominio geografico en particular, con datos
referentes a su nombre, sindnimos, concepto padre e hijo
relacionado. Los marcos generales (ver Figura 12) contienen
la definicion del dominio dado por las relaciones topoldgicas
existentes entre los conceptos que componen al dominio, asi
como sus sinonimos. Este tipo de marcos definen un contexto
para los conceptos y sindnimos utilizados.

A. Disefio del modelo persistente basado en la ontologia

El modelo persistente ha sido construido a partir de la
ontologia. Con el propdsito de almacenar las instancias de la
base de conocimiento se ha convertido este modelo a una base

Marcos Generales y particulares |

PostgreSQL
XML: rio
JAVA
XML: lago
XML: delta de
-JAVA
unario
XML:
archipiélago
Bloque de

Inferencia

Entrada del Sistema (conjunto de etiquetas) I
[1ava |

TXT

Salida

Fig. 10. Arquitectura del sistema.
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1 <?xml version="1.0"?>
2 <particular> 1 <?xml version="1.0"?>
3 |-] <concepto> 2 <general>
4 <nombre>rio</nombre> 3 <concepto>
5 <sinonimos>river,flujo,flujo de agua</sinonimos> 4 <nombre>delta de un rio</nombre>
6 <propiedades>anamosado,meandrico,rectilineo</propiedades> 5 <sinonimos>river,flujo,flujo de agua</sinonimos>
7 <padre>caudal</padre> 6 <conceptos_que_lo_componen>rio,lago, area verde,tierra,mar,
8 <hijos>perene,estacionario transitorio</hijos> 7 — cuerpo de agua,isla,arena</conceptos_que_lo_componen>
9 I:_:l <relacion_topologica> 8 - <definiciones>
10 <cruza>area verde tierra<cruza> 9 <necesario>rio,conecta,mar</necesario>
11 <conecta>lago,mar</conecta> 10 <comun>isla,comparte,mar</comun>
12 <comparte>isla</comparte> 11 <raro>arena,comparte,mar</raro>
13 — <relacion_topologica> 12 — </definiciones>
14 | </concepto> 13 [~ </concepto>
15 I:-:l <concepto> 14 -:I <concepto>
16 <nombre>lago</nombre> 15 <nombre>costa</nombre>
17 16
Fig. 11. Marco conceptual particular. Fig. 12. Marco conceptual general.
sinonimos prOpS
——— ‘% id_propiedades INTEGER NOT NULL
"y sinonmos HOTHLL propiedades  VARIABLE CHARACTER NULL relacion_geografica
i:nommom sglL.lL. id_conceptos INTEGER NULL id_relacion_geografica INTEGER NOT NULL
id_conceptos = - - :
X P Key (id dad relacion geografica  VARIABLE CHARACTER NULL
\;) Primary Key (id_sinonimos) % Timary Key (d _propledades)
, = relacionestopologicas ———————
/\ ‘% id_relacionestopologicas INTEGER T 'NOT NULL'
conceptos relaciontopologica VVARIABLE CHARACTER NULL
N3 id_conceptos INTEGER NOT NULI Ry Primary Key (id_relacionestopologicas)
concepto VARIABLE CHARACTER NOT NULL >
padre INTEGER NULL
Ny Primary Key (id_conceptos)
tablasdecomposicion
"\ id_tablasdecomposicion INTEGER NOT NULL
nivel ) NULL
. id_conceptos NULL: | hae
™ id_relaciontopologica NULL P
id_conceptos2 NULL
id_dominios NULL
etiquetas_de_entrada % Primary Key (id_tablasdecomposicion)
'% id_instancias INTEGER NOT NULL
instancia INTEGER NULL
id_conceptos INTEGER NULL
entrada INTEGER NULL
id_dominios INTEGER NULL
"y Primary Key (id_instancias)
dominios
.% dom:'nio VI:ERm:LE CHARACTER NU:L shonimosdomirios
< = id_sinonimosdominios NOT NULL
N conceptos VARIABLE CHARACTER NULL - % ok NULL
dominio padre VVARIABLE CHARACTER NULL id_dominios NULL
"N Primary Key (id_dominios) "\ Primary Key (id_sinonimosdominios)

Fig. 13. Modelo persistente generado a partir de la ontologia RAIN.
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Fig. 14. Ontologia RAIN.

de datos, la cual estd compuesta por nueve tablas que estan
disefiadas para recibir la informacion obtenida en el bloque de
analisis, a través de las estructuras de los marcos conceptuales.

Entre las tablas mds importantes se tienen la tabla de
conceptos que contiene informacion tal como el nombre del
concepto, su ubicacion en la jerarquia (sus padres e hijos); la
tabla de sindnimos que guarda informacion acerca de los
nombres conocidos del concepto, la tabla de propiedades que
almacena las caracteristicas de cada concepto, la tabla de
composicion que contiene informacion acerca de la relacion
topologica que existe entre los conceptos, el dominio al que
pertenece y el nivel de relevancia que tiene dentro del mismo
dominio; es decir, si esa relacion es necesaria para la
definicion del dominio, comun o es rara en el mismo. Esta
tabla se apoya en la tabla de conceptos, relaciones topoldgicas
y dominios.

Por ultimo, se tiene la tabla de etiquetas de entrada que
contiene informacion acerca de las etiquetas que recibe la
etapa de inferencia, para que asi estas etiquetas sean
relacionadas a través del algoritmo de mapeo con un concepto
existente en la tabla de conceptos.

Esta tabla recibe soporte de la tablas de dominios y
conceptos. El modelo persistente de la base de datos se
muestra en la Figura 13.

La informacion contenida en el modelo persistente esta
basada en la ontologia RAIN (ver Figura 14), la cual contiene
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la definicion de los objetos geograficos y las relaciones
topologicas que intervienen en los dominios geograficos y esta
basada en la ontologia de dominio Kaab, descrita en [40].

B. Aplicacion enfocada al razonamiento espacial

La aplicacion estd compuesta de cuatro bloques. El primero
(referido en la Figura 15 con el numero “1”) sefiala la entrada
del sistema para ingresar el conocimiento previo, utilizando el
formato de los marcos conceptuales. El segundo bloque
(sefialado con el nimero “2”) es la entrada del sistema, donde
se ingresa un conjunto de etiquetas de entrada (se observa el
boton “archivo separado por comas” para acceder a la entrada,
mediante un archivo de texto), con la finalidad de conocer a
que dominio geografico pertenecen. Ademas este bloque
contiene los botones de “frecuencia conceptual”, “relevancia”
y “genealogia semantica” que corresponden a los diferentes
algoritmo de razonamiento disefiados y que se pueden emplear
para definir el dominio al que se refieren las etiquetas que
representan a los objetos geograficos. Por otra parte, el botén
de “analizador de resultados” ejecuta los tres algoritmos de
razonamiento. El tercer bloque muestra las operaciones que se
estan realizando sobre la base de datos. Por ultimo, el cuarto
bloque presenta los resultados del sistema, dependiendo del
tipo de algoritmo que se haya seleccionado.
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&) Basic Application Example =@ =

File Help Mostrar

Carga de marcos conceptuks Datos e enbads
Marcos especiicos
[ Marcos generales | <— 1 2 —1 [ Archivoseparadoporcomas | | Anakzador de resuitados
[“Ocarencas | [ Relevanca | [ geneaooa |
Estado Saida
[ Umpar Entrada | Limpar Sakda

Fig. 15. Aplicacion enfocada al razonamiento espacial.

C. Pruebas realizadas a los algoritmos de razonamiento

A continuacién se muestran los resultados obtenidos con el
algoritmo de razonamiento basado en frecuencia conceptual,
utilizando los dominios geograficos delta de un rio 'y costa.
Primeramente, se inicia con la carga de los marcos
conceptuales particulares y generales a la base de datos. En la
tabla XII, se pueden observar las frecuencias en los dominios
para este algoritmo.

TABLA XII
TABLA FRECUENCIAS DE CONCEPTOS EN DOMINIOS

Dominio Algoritmo selector de salida

Delta de un rio {rio, lago, drea verde, tierra, mar, cuerpo de agua, isla, arena}

Costa {mar, arena, rio}

Por lo tanto, las etiquetas de entrada son: <mar,
rio,

arena,
drea verde>. La salida que se obtuvo fue
“delta de un rio”, debido a que fue el dominio que mas
ocurrencias tuvo y en segundo lugar “costa”, ya que solo se
encontraron tres conceptos en ese dominio.

En la Figura 16, se muestra la salida de la aplicacion, donde
se puede observar que el algoritmo de frecuencia conceptual
contabiliza el numero de ocurrencias de cada dominio por
concepto, directamente de la representacién conceptual.

Sin embargo, se presenta un problema que estd asociado
directamente entre estos dos dominios. Esto es que para el
caso en que la entrada de informacion se introducen etiquetas
que se encuentran en ambos dominios, se obtendria la misma
salida (por ejemplo, mar y arena). Para resolver este conflicto,
se hace una distincion entre las etiquetas, tomando en
consideracion su grado de importancia dentro de un dominio.
Para ello, se utiliza el algoritmo de relevancia, en donde es
necesario contar con la definicién de los conceptos con base
en sus relaciones topoldgicas que intrinsecamente poseen, lo
cual es descrito de manera explicita en la tabla XIII.

isla,

| %/ Basic Application Example
File Help Mostrar

o | & | &

carga de marcos conceptuales Datos de entrada
Mar specifico: mar,arena,rio,isla,area verde
arcos especificos
Marcos generales [ Archivo separado por comas } [ Analizador de resultados ]
[Ocqxenoas][Relevmoa][genealogta}
Estado Salida

Datos ingresados:
mar,arena,rio,isla,area verde

Fin de Razonador por ocurrencias

Guardando en la base de datos... espere
Informacion guardada
Buscando ocurrencias de dominios... espere

delta de un rio
ocurrencias: 4
costa
ocurrencias: 2

Fig. 16. Salida del algoritmo de frecuencia conceptual.
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TABLA XIII
TABLA DE COMPOSICION DE RELACIONES TOPOLOGICAS
Dominio Conceptol Relac:nqn Concepto2 Nivel de_
Topolégica Relevancia

Delta de un rio Rio Conecta Mar Necesario
Delta de un rio Isla Comparte Mar Comiin
Delta de un rio Arena Comparte Mar Raro

Costa Arena Comparte Mar Necesario
Costa Rio Cruza Area verde Comiin
Costa Rio Conecta Mar Comiin

Con base en la tabla anterior, ahora se puede observar que
cuando se introduce la entrada “mar”y “arena” y ademas se
utiliza el algoritmo de relevancia, se obtiene en primer lugar
“costa” 'y en segundo “delta de un rio”. Esto se debe a que en
la definicion de cada uno de los dominios, ambos conceptos
existen; pero solo en “costa” se presenta una relacion
necesaria que estd definida por “arena comparte mar”,
mientras que la relevancia en el dominio “delta de un rio” es
menor, ya que es raro encontrar este tipo de relacion en ese
dominio o contexto. En la figura 17, se muestra el resultado de
aplicar el algoritmo de relevancia.

Por otra parte, cuando se escriben conceptos que no estan
explicitamente en las definiciones de los dominios; por
ejemplo, sea el caso de la entrada <perenne, mar>, donde
“perenne” pertenece a una subclase de “rio”. Entonces, cuando
esto sucede es necesario utilizar el algoritmo de genealogia
semantica para buscar al padre de este concepto y ejecutar
posteriormente el algoritmo de relevancia, con lo cual se debe
almacenar el resultado. Consecuentemente, se deben buscar
las clases hijos y verificar si existen definiciones. Como
ultimo paso, se repetird este procedimiento para el concepto
“mar”. En la figura 18 se puede observar la salida de este
algoritmo.

Salida

costa

siempre: 1
comun: 0O

raro: O

5553

delta de un rio
siempre: 0
comun: 0O

raro: 1

FE53%

Fig. 17. Resultado de aplicar el algoritmo de relevancia.

Datos de entrada

perene,mar

I Archivo separado por comas I I Analizador de resultados

I Ocourendas I I Relevancia I [ genealoga |

Salida

=zalida: delta de un rio

Fig. 18. Salida del algoritmo de genealogia semantica.
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V. CONCLUSIONES

En este trabajo, se presenta un método compuesto
basicamente por tres algoritmos que realizan un proceso de
inferencia, con los cuales se lleva a cabo un proceso de
razonamiento espacial cualitativo en descripciones de objetos
geograficos.

Para ello, se genera una base de conocimiento, por medio de
una ontologia de aplicacion que ha sido construida en OWL,
bajo la metodologia de GEONTO-MET. Esta base de
conocimiento representa el conocimiento a priori de diferentes
dominios geograficos.

Asimismo, se propone el uso de marcos conceptuales para
representar de forma explicita el conocimiento de algun
dominio, con la finalidad de estructurar la semantica del
contexto geografico.

Por otra parte, se puede argumentar que todo algoritmo de
razonamiento espacial cualitativo, estd compuesto por dos
bloques: un bloque asociado con la busqueda y otro
relacionado con el ordenamiento basado en relevancia.

Asimismo, podemos afirmar que el conocimiento previo es
una estructura formal, la cual contiene el vocabulario, las
reglas para el lenguaje y un conjunto de proposiciones que son
verdaderas (ya sean hechos o restricciones) que permiten
solucionar problemas de ambigiiedad y vaguedad,
fundamentalmente para datos geoespaciales que por su
naturaleza presentan estas deficiencias. Ademads, se propone
una definicion de razonamiento espacial, la cual consiste en el
proceso de transformar una representacion descriptiva en otra
mas general con base en el uso y procesamiento semantico de
las relaciones topologicas. Cabe seifialar que el proceso que se
realiza en este trabajo es intentar generalizar hacia una clase o
concepto superior, en un sentido inverso a la granularidad
semantica (particularidad de objetos geograficos) que puede
tener una representacion conceptual, con lo cual se busca que
la maquina procese las entidades geograficas de una manera
similar a como los seres humanos procesamos cognitivamente
e interpretamos el mundo real.
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