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RESUMEN

Este articulo contintia con la linea de investigacién relativa a modelos pre-
dictivos de indices bursatiles: algoritmos genéticos y redes neuronales. Los
modelos anteriores, paramétricos o no paramétricos, lineales y no lineales,
buscan reconocer pautas de comportamiento y relaciones que se expresan
en un lenguaje matemaético, por medio de la estimacién de coeficientes y su
significacién estadistica. Sin embargo, la mayoria de los agentes que partici-
pan en el mercado bursatil utiliza un lenguaje que incorpora aspectos cuali-
tativos para referirse, por ejemplo, al precio de un activo, a la rentabilidad de
la inversidn, ete. En este contexto, los modelos cuantitativos tienen dificulta-
des para absorber esta informacién, lo que plantea la necesidad de desarro-
llar y analizar el uso de nuevas técnicas que permitan incorporar este tipo
de referencias. La metodologia de 16gica borrosa, basada en la idea de que
las variables deben ser manejadas no como un niimero sino mas bien por las
caracteristicas que ellas presentan, responde a esta inquietud. Se utilizaron
series histéricas de cotizaciones diarias de los indices bursatiles norteameri-
canos DJ1y Nasdaq (Estados Unidos), IPC (México) y TSE (Canada), correspon-
dientes al periodo comprendido entre el 8 de octubre de 1996 y el 7 de enero de
2005. Se construy6 un modelo de légica y otro de logica difusa, para efectos
de proyectar el signo de las variaciones de los indices bursétiles ya sefialados.
Los modelos de 16gica y de lggica borrosa tuvieron una capacidad predictiva
estadisticamente significativa. Ademas, ambos modelos lograron un rendi-
miento extranormal significativo y positivo al ser utilizados en una estrategia
de comercio (trading), aun después de considerar los costos de transaccién.
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ABSTRACT

This article continues with the research related to predict stock index, such
as, genetic algorithms and neuronal networks. Parametrics or non paramet-
rics, lineals and non lineals models, try to recognize patterns and relations
that express themselves in a mathematical language, through the estimation
of coefficients and their statistical significance. However, most of the agents
in the stock market use a language that incorporates qualitative aspects to
refer to, for example, the price of an asset, the yield of the investment, etc. In
this context, the quantitative models have problems to absorb this informa-
tion, which suggests the need to develop and analyze new techniques, incor-
porating this type of references. The methodology of fuzzy logic gives answer
to this question because it’s based on the idea that the variables should be
handled not as a number but as characteristics that they represent. We used
historic series of daily prices of the North American stock index DJI and Nas-
daq (USA), TPC (México) y TSE (Canada), corresponding to the period Octo-
ber 8, 1996 and January 7, 2005. We designed a model of logic and fuzzy
logic, to forecast the stock indexes sign variations. The logic models and the
fuzzy logic models reached a forecast capability statistically significant. In
addition, both models achieved a significant and positive abnormal return
when they were used as a trading strategy, even after transaction costs.

INTRODUCCION

La prediccion de los movimientos de los precios accionarios y de los
indices bursatiles ha sido un tema de gran interés en el ambito finan-
ciero. Diversos estudios muestran que los rendimientos accionarios
son predecibles en algin grado. Por ejemplo, Lo y MacKinley (1988),
utilizando datos de mercados bursatiles desarrollados, encontraron
una correlacion serial positiva entre los rendimientos semanales;
DeBondt y Thaler (1985), Fama y French (1988), Poterba y Summers
(1988) y Chopra, Lakonishok y Ritter (1992) obtuvieron una corre-
lacién serial negativa en los rendimientos de los activos individuales
y varias carteras en intervalos de tres a diez afios.

Predecir los movimientos de los precios accionarios futuros a par-
tir del analisis de series histéricas de cotizaciones bursatiles ha lleva-
do a que los analistas se centren en la psicologia del inversionista y
en la respuesta de éste a los movimientos de los precios accionarios.
La idea detras de esto es que el precio al cual un inversionista esta
dispuesto a comprar o vender depende de sus expectativas: si espera
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un alza futura en el precio del activo, entonces comprara; por lo con-
trario, si espera una caida en la cotizacién bursatil, entonces vendera.
Esta conducta que pareciera ser trivial resulta de gran complejidad
ya que responde a las expectativas y actitudes del ser humano. Este
estudio busca predecir el comportamiento del mercado bursatil —re-
presentado por un indice accionario—, trazando sus variaciones
histéricas por medio de un sistema l6gico de procesamiento de datos.

En los decenios recientes se han incorporado en los procesos de
prediccién nuevas técnicas con base en modelos no paramétricos y
no lineales, como las redes neuronales. A modo de ejemplo, Parisi,
Parisi y Guerrero (2003) utilizaron redes neuronales en el proceso
de construccién de modelos predictivos de las variaciones semana-
les de diferentes indices bursatiles internacionales. Lo anterior se su-
ma a los resultados de Tsibouris y Zeidenberg (1995) y White (1993),
quienes trabajaron en la prediccién de indices bursatiles y de activos
individuales, y confirmaron un mejor rendimiento de la redes neuro-
nales. También Parisi, Parisi y Cornejo (2004) utilizaron algoritmos
genéticos para encontrar el proceso de basqueda del mejor modelo li-
neal multivariado dindmico y recursivo, en términos de su capacidad
para predecir el signo de la variacién experimentada por los indices
pJ1, Nasdaq, IPC'y TSE,' mismos que se abordan en esta investigacién.

Los modelos anteriores, paramétricos o no paramétricos, lineales
y no lineales, buscan reconocer pautas de comportamiento y estable-
cer relaciones entre la variable que se desea proyectar y la(s) varia-
ble(s) explicativa(s). Estas relaciones se expresan en un lenguaje
matematico, por medio de la estimacién de coeficientes y del analisis
de su significacién estadistica. Sin embargo, la mayoria de los agentes
que participan en el mercado bursatil utiliza un lenguaje que incor-
pora aspectos de caracter cualitativo para referirse, por ejemplo, al
precio de un activo, a la rentabilidad de la inversién, a la volatilidad
del mercado, ete. Asi, es comiin encontrar expresiones como que el
precio esta “relativamente alto” o “relativamente bajo”, que la ren-
tabilidad de tal o cual instrumento de inversién es “atractiva”, que
la volatilidad del mercado bursatil es “relativamente alta” o que éste

I Dow Jones Industry (DJ1) de la New York Stock Exchange (NYSE), Estados Unidos. Indice de
Precios y Cotizaciones (IPC) de la Bolsa Mexicana de Valores (BMV), México. Toronto Stock
Exchange (TSE), Canada.
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se encuentra mas bien “estable”, etc. En este contexto, los modelos
cuantitativos tienen dificultades para absorber esta informacién de
caracter cualitativo, lo que plantea la necesidad de desarrollar y
analizar el uso de nuevas técnicas que permitan incorporar este tipo
de referencias. La metodologia de l6gica borrosa (también conocida
como légica difusa o fuzzy logic), basada en la idea de que las varia-
bles son de caracter lingiiistico y que, por tanto, deben ser maneja-
das no como un niimero sino mas bien por las caracteristicas que
ellas presentan, responde a esta inquietud.

La importancia de lo anterior radica en que el uso de técnicas avan-
zadas, como logica borrosa, algoritmos genéticos y redes neuronales,
ayuda a mejorar el proceso de proyeccion de precios, lo que es vital
en la gestion de carteras de inversion de renta variable. En el caso es-
pecifico de la légica difusa, es posible construir un modelo de 6ptimos
computarizados para proyectar el signo de la variacién de un deter-
minado indice bursatil, es decir, para realizar un pronéstico respecto
a si éste se movera al alza o a la baja en el futuro inmediato.

Existe un gran niimero de trabajos y aplicaciones de l6gica difusa
en multiples &mbitos —principalmente relacionados con controlado-
res automaticos—, pero ésta ha sido escasamente usada en el campo
econémico. Dourra y Siy (2001) evaluaron los movimientos de los
precios de un conjunto de acciones, aplicando un proceso de 16gica
borrosa en los resultados del analisis técnico, y obtuvieron una ven-
taja comparativa en términos de rentabilidad respecto al mercado.

El documento se divide en tres secciones: la seccién I presenta un
resumen de los conceptos basicos de 16gica borrosa; en la seccién 11
se explica la metodologia utilizada, la seccién 111 aborda el analisis de
los resultados y al final se presenta las conclusiones del estudio.

1. Locica pirusa: CONCEPTOS BASICOS

La teoria de légica borrosa (fuzzy sets) fue introducida por Loffi A.
Zadeh a mediados de los afios sesenta, y desde esa fecha se ha des-
arrollado como un instrumento elemental para el control de subsiste-
mas y procesos industriales complejos, ya que los sistemas borrosos
permiten modelar sistemas no lineales, y aprender de los datos ha-
ciendo uso de determinados algoritmos de aprendizaje. La logica
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borrosa surge como un perfeccionamiento de la 16gica booleana tra-
dicional, en la cual los conjuntos son considerados como sistemas bi-
valentes, con sus estados alternados entre “pertenencia” o “no
pertenencia” (inclusién o exclusion), en los que tradicionalmente se
define la funcién caracteristica, f,, que describe la pertenencia de
un elemento x al conjunto A, como:

= {l sixeAd (1)

4 Osixg A

De esta manera, la pertenencia de un elemento al conjunto A queda
fraccionada y las relaciones entre conjuntos quedan categorizadas,
siendo la transicién entre dos conjuntos (o estados) A y B radical e
inmediata.

La 16gica borrosa, por su parte, considera la idea de variable lin-
giiistica, que capta las propiedades de aproximacién o los conceptos
de imprecisién en un sistema, lo que permite que un elemento tenga
valores intermedios en el grado de pertenencia a un conjunto deter-
minado. Cada elemento del universo tiene asociada una funcién de
pertenencia continua f, —que toma valores entre 0 y 1— que indi-
ca el “grado de pertenencia” del elemento x al conjunto A. Asi, un
conjunto en el universo de discurso U es definido por una funcién
de pertenencia f,: U — [0,1], en la que f,(x)<[0,1] indica el gra-
do de pertenencia de x al conjunto A.

En este concepto de 16gica borrosa reside la idea de que los elemen-
tos clave del pensamiento no son numéricos, sino que son ideas con
cierto grado de vaguedad, en las que los elementos pasan de un con-
junto a otro de manera suave y flexible, convirtiéndose de esta ma-
nera en un instrumento atractivo para manejar la incertidumbre.
La l6gica borrosa incorpora tres pasos fundamentales: i) la eleccién
de los insumos (inputs) del proceso fuzzy, ii) la designacién de fun-
ciones y conjuntos de pertenencia vy iii) la determinacién de las re-
glas difusas y de la variable de salida (desfuzificacion).

Los insumos del proceso fuzzy se refieren a las variables que se
presumen importantes de considerar, ya que el comportamiento de
éstas y sus combinaciones influyen en la variable que se desea pro-
yectar. Estas variables son agrupadas en los conjuntos de pertenen-
cia (también llamados conjuntos difusos) a los cuales perteneceran
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en algiin grado. Los conjuntos de pertenencia son determinados por
sus funciones de pertenencia. Cominmente, el nimero de conjuntos
difusos es definido de manera que contenga todo el rango de posi-
bles valores que podria adoptar la variable. Este rango de variacion
es conocido como universo de discurso. Las funciones de pertenencia
generalmente son funciones continuas cuyo dominio es el conjunto
de discurso y su imagen un valor real entre 0 y 1, el cual representa-
ra el grado de pertenencia de la variable al conjunto de que se trate.
Estos conjuntos de pertenencia, junto a las reglas difusas, determi-
naran el comportamiento que tendra la variable de salida.

Se requiere el establecimiento de reglas para combinar los con-
juntos de pertenencia mediante operaciones de unién, interseccién
y complemento. Las operaciones entre conjuntos se asociaran a las
conexiones lingiiisticas “0”’/*“y”. Asi, la interseccién se asocia a “y”,
mientras que la unién a “o”. De esta manera se pueden conectar y
manipular los conjuntos de pertenencia que contienen los insumos
para, a su vez, obtener nuevos conjuntos difusos en los cuales se
agrupen los productos (outputs). En principio, no existen reglas ge-
nerales o un método de construccién de reglas fuzzy o de funciones
de pertenencia, por lo que éstas son determinadas por cada disena-
dor. No obstante, éstas deben cumplir con las propiedades de t-nor-
mas para la interseccién y t-conormas para la unién.”

El proceso de proyeccion es realizado por medio de la elaboracién
de reglas difusas, las cuales relacionan la correspondencia entre los
insumos y el producto mediante las operaciones de conjuntos. La for-
ma usual de las reglas difusas es del tipo: si i, es f, y/oi, es f, y/o...
i, es f,,entonces o, es0,. Donde i, i, ... i, son los insumos atribui-
bles a las funciones de pertenencias f,, f,,..., f,, respectivamente;
o, es el producto, y o, es la clasificacion atribuible a o,. Finalmente, el
producto fuzzy debe ser transformado en una variable posible de
interpretar, proceso denominado “desfuzificacién”.

I1. DATOS Y METODOLOGIAS

En este articulo se utilizaron series histéricas de cotizaciones de cie-
rre diarias de los principales indices bursatiles de América del Nor-

2 Véase el apéndice.
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te: nJ1, Nasdaq (Estados Unidos), irc (México) y TSE (Canada). Los
datos corresponden al periodo comprendido entre el 8 de octubre
de 1996 y el 7 de enero de 2005.

Se construyé un modelo de l6gica y otro de légica difusa para
efectos de proyectar —en el momento t— el signo de la variacién
que experimentaran en el momento ¢ +1 los indices bursatiles sena-
lados. De esta manera se busca pronosticar si los indices en analisis
se moveran al alza —signo positivo— o a la baja —signo negativo—.
Esto, entendiendo que la prediccion de la direccion del movimiento
del indice accionario es pertinente para desarrollar estrategias de
transacci6n efectivas (Leung, Daouk y Chen, 2000). La principal di-
ferencia entre el modelo de légica y el de légica difusa radica en que
este tltimo ha sido construido asignando a los insumos funciones de
pertenencia, mientras que el primero carece de esta propiedad. En
ambos casos se busca mostrar la eficiencia de la técnica en funcién
de dos aspectos: por una parte, en la elaboracién de un modelo que
maximice el porcentaje de prediccién de signo (PPS) y, por otra, en la
capacidad para generar una rentabilidad extranormal, es decir, su-
perior a la generada por un punto de referencia (benchmark).

1. Modelo de logica

Con este modelo las asociaciones légicas y la magnitud de los pa-
rametros seran determinadas con un proceso heuristico, valiéndose
para ello de un proceso de simulacién. El objetivo es generar eviden-
cia que permita analizar si el modelo 16gico puede crear, por una
parte, un modelo que maximice el pps dentro de un subperiodo de
estudio (intramuestral)’ —para luego evaluar los resultados en una
serie extramuestral— y, por otra, una estrategia de comercio (trad-
ing) que genere rendimientos extranormales. Se consideré como
producto del proceso fuzzy la variacién que experimentara el indice
bursatil en el periodo ¢ +1. Por otro lado, se consideraron diez insu-
mos: las variaciones del indice bursatil en cuestién correspondien-
tes a los periodos t,t—1,t—-2,t -3 y t —4, y las variaciones del

3 El conjunto intramuestral corresponde al conjunto de datos histéricos con los cuales se simu-
lara un millén de posibles combinaciones légicas, a fin de encontrar el modelo que maximice el

PPS. No obstante, al operar en este conjunto, el modelo proyectara las variaciones en ¢ +1 tinica-
mente a partir de la informacién disponible entre los periodost — 4y t.
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indice pjien t,t —1,1 2,1t —3 y t —4. Para el caso del indice pj1 el
modelo de l6gica contiene s6lo cinco insumos: las variaciones del pj1
relativas a los periodos t,t —1,t —2,t -3 y t —4. Para cada uno de
los insumos se consideraron cinco conjuntos de pertenencia, en los
que cada uno de ellos corresponde a un quintil de la distribucién de
frecuencia absoluta simple de las variaciones de precios histéricos.
En cuanto al producto, los conjuntos de pertenencia son tres: al alza,
se mantiene y a la baja.

2. Modelo de logica borrosa

Aligual que en el caso anterior, se consideré como producto la va-
riacién que experimentara el indice bursatil en el periodo ¢ + 1. Tam-
bién se consideraron diez insumos: las variaciones en t,t—1, t —2,
t — 3yt — 4 del indice respectivo y las variaciones del indice DI en
t,t—1,t-2,t -3 y t —4. Para el caso del indice pj1, el modelo de
l6gica difusa contiene sélo cinco insumos: las variaciones del DJI re-
lativas a los periodos t,t —1,t -2,t -3yt —4.

Para cada uno de los insumos se consideraron cinco conjuntos de
pertenencia: muy bajo la media (MBM), bajo la media (Bm), en la me-
dia (Em), sobre la media (M) y muy sobre la media (msB). Cada uno
de estos conjuntos clasifica el insumo en funcién de qué tan lejos o
qué tan cerca se encuentre de la media. Los conjuntos difusos fue-
ron definidos por funciones de pertenencia, las que corresponden a
una distribucién normal. Asi, estas funciones quedaron determina-
das por dos parametros la media (u ,) Yy la desviacién estandar
((5 ;) histéricas de los j-ésimos conjuntos de pertenencia. La férmula
general de la j-ésima funcién de pertenencia para el insumo i en el
momento £ (i,) se define de acuerdo con la expresion (2):

—(it—uj',t)2
)= exp| T 2
fj@,)=exp 200, ) 2)
en la que

H;‘,t =W, + 0,0, ()
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(4)

H,l , es la media del j-ésimo conjunto de pertenencia del insumo i,
calculada en el momento ¢ a partir de los precios de cierre de las 20
pasadas jornadas bursatiles, periodo que equivale a los dias habiles
de un mes de operaciones; LI, corresponde a la variaciéon promedlo
experunentada por el indice (el insumo i) al momento ; G, es la des-
viacién estandar de las variaciones del indice al momento t,y o es
una constante que permite delimitar los conjuntos de pertenencia, y
que puede asumir los siguientes valores: -2, -1, 0, 1 y 2. Respecto a
la expresion (4), o, es la desviacion estandar de las variaciones ex-
perimentadas por el indice de que se trate (el insumo i), variaciones
que han sido clasificadas en el conjunto j;' e i;, es el insumo del
J-ésimo conjunto de pertenencia registrado en el momento . De acuer-
do con lo anterior, los conjuntos de pertenencia— que se muestran
en la grafica 1 —quedaran delimitados de la siguiente manera:

muy bajo la media: {—0; Mi —2Gﬁ}

bajo la media: {u! —26t 0 —16¢}
en la media: {}1; + lGi}
sobre la media: {},L; + lci; ui + 202}

muy sobre la media: {],l: + 2Gi ;+o0}

De esta manera, y a modo de ejemplo, el valor de la funcién de
pertenencia muy bajo la media que esta asociado al insumo i, repre-
senta el grado de pertenencia que tiene dicho insumo al conjunto o
intervalo que esta ubicado dos desviaciones estandar bajo la media
del indice bursatil. Cabe senalar que estas funciones de pertenencia
iran cambiando en el tiempo, ya que la media y la desviacién estan-
dar seran recalculadas dia a dia—tanto las totales (1. yG.) como las
relativas a los conjuntos de pertenencia ( Hij,t y Gji.’[ )—, otorgando asi
mayor flexibilidad a los conjuntos difusos.

4 p D p. i Gt y Gl ; fueron calculados con las variaciones experimentadas por los indices res-
pectivos durante los pasados 20 dias de operacién bursatil, incluyendo el momento t.
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GRAFICA 1. Representacion de las funciones de pertenencia
de los insumos

Las reglas son construidas a partir de combinaciones aleatorias
de los conjuntos de pertenencia, de las que es elegida la combinacién
que maximice el PPS intramuestral. La elaboracién de las reglas es en
si la parte mas compleja y delicada en el proceso de légica borrosa,
ya que son éstas y sus combinaciones (operaciones) las que en defi-
nitiva determinaran el producto del proceso. La terminologia usada
para las operaciones de los conjuntos esta determinada por las defi-
niciones de Zadeh. En el caso particular de este trabajo la t-norma y
t-conorma estan definidas como:

Interseccién:  f, - p(x)=min{ f,(x), fz(x) (5)
Unién: Faop@)=max{f,(x), f5(x) (6)
Complemento: f,(x)=1-f,(x) (7)

Estas reglas generan un producto que senala si la variacién espera-
da para el momentot + 1 es negativa, neutra o positiva. Para los pro-
ductos también se consideraron funciones de pertenencia, las que
estan determinadas por |1, , y G} ,, como muestra la expresién (8):

p MIc,t y ke p :

(e —pi)")
fk(ot)_eXpLWJ )

en la que

HZ,FMZ’ +0ch5t° 9)
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20 5
)y (Ok,t _Mok,t)
_ t=1

Gk,t - (10)

n-1

Wy, es lamedia del k-ésimo conjunto de pertenencia del productoo,,
calculada en el momento ¢ a partir de los productos de las 20 pasa-
das jornadas bursatiles; 1] corresponde a la variacién promedio ex-
perimentada por el producto o, al momento ¢; G, es la desviacién
estandar de las variaciones del producto o, al momento ;y o, es
una constante que permite delimitar los conjuntos de pertenencia de
los productos, y que puede asumir los siguientes valores: —1, 0 y 1.
En cuanto a la expresién (10),6, es la desviacién estandar del pro-
ducto o, , durante los pasados 20 dias habiles —incluyendo el mo-
mentot—;yo,, esel producto registrado en el k-ésimo conjunto de
pertenencia en el momento z. De acuerdo con lo anterior, los con-
juntos de pertenencia del producto —que se muestran en la grafica
2— quedaran delimitados de la siguiente manera:

a la baja: {-oo;p; -1c,}
se mantiene: {1y £20,}
al alza: {u)+1c;; +}

El dltimo paso en el proceso fuzzy consiste en la desfuzificacion.
Tras la aplicacién de las reglas sii, es f, y/oi, es f, y/o...i, es f,,
entonces o, es 0,,lo que se obtiene es la imagen de la funcién de per-

GRAFICA 2. Representacion de las funciones de pertenencia
de los productos
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tenencia, es decir, el grado de pertenencia del producto a un deter-
minado conjunto k, cuya inversa proporciona el valor del producto
(O,) correspondiente a ese nivel de pertenencia. Sin embargo, la
funcién exponencial es una funcién epiyectiva y, por tanto, su in-
versa debera estar restringida a un subintervalo de la preimagen.
Los intervalos considerados para la funcién de pertenencia a la baja
son los valores que estan sobre la media del conjunto. Para las fun-
ciones de pertenencia se mantiene y a la baja se consideraron los va-
lores que estan sobre la media. Esto se muestra en la grafica 3.

GRAFICA 3. Inversa de la desfuzificacion

O; u
Finalmente, sio, , es el grado de pertenencia obtenido por las com-
binaciones de reglas, entonces el valor de desfuzificacién (O,) es el

promedio del inverso de la funcién de pertenencia del productoo, ,,
es decir:

3 ~1o
0t= fk ( k,[) (11)

k=1 3
De esta manera el valor obtenido tras la desfuzificacién es un va-
lor en torno de la media de las variaciones de precio de los pasados
20 dias, que indicaria cudl es la tendencia que sigue el movimiento

del indice bursatil.

3. Evaluaciéon de la capacidad predictiva

A continuacién se evalué la calidad de cada modelo en funcién del
pps.” Luego, se seleccioné el modelo de 1gica y de légica borrosa de

5 Se evalué la calidad de cada uno del millén de modelos generados tanto por el proceso de 16-
gica como de logica borrosa.
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mayor PpPs, a fin de evaluarlos en un conjunto extramuestral de 1 120
datos diarios. Para ello se dividi6 la muestra total en dos: una de tama-
no “n” (llamado conjunto intramuestral y compuesto por mil obser-
vaciones) para estimar los pardmetros que maximicen el pps, tanto
del modelo de l6gica como de l6gica borrosa; y otra de tamaiio “m”
(denominado conjunto extramuestral y compuesto por 1 120 observa-
ciones) para evaluar la capacidad predictiva de los modelos. Para
realizar esto tltimo se compard el signo de la proyeccién con el de la
variacion observada, en cada t-ésimo periodo, en la quet =1,2,..., m.
Si los signos entre la variacién proyectada y la variacién observada
coinciden, entonces se anota un acierto (hit). En caso contrario, se
anota un error de prediccién, lo cual disminuye la capacidad pre-
dictiva del modelo. El pps de cada modelo se calculé de la siguiente
manera:
2P
PPS="= (12)

m

_ {l,si Alndex, * AIndeX[ >0
=

0,en otro caso

},tzl, 2,3,....m (13)

en la que A representa la variacién observada de un indice determi-
nado y A la variacién estimada del mismo. Ademas, en esta etapa se
aplicé la prueba de acierto direccional® de Pesaran y Timmermann
(1992), con el objetivo de medir la significacion estadistica de la ca-
pacidad predictiva de los modelos analizados.

Luego, a fin de analizar si la capacidad predictiva de los modelos
se traduce o no en beneficios econémicos, se calculé la rentabilidad
acumulada que se hubiese logrado de haber seguido las recomenda-
ciones de comercio del modelo: comprar si la proyecciéon es al alza y
vender si la proyecciéon es a la baja. Para ello se supuso una inver-
sién inicial de 100 mil délares. Al momento de calcular la rentabili-
dad de la estrategia de comercio no se realizaron ventas cortas y se
supuso un costo fijo por transaccién de 15 délares.’

6 Directional Accuracy Test.

7 Para efectos de realizar un anilisis comparativo de la rentabilidad obtenida en los indices
bursatiles al aplicar las estrategias de comercio, se consider6 como costo de transaccién el del mer-

cado bursitil estadunidense, el cual es fijo. El costo de transaccién del mercado estadunidense de-
pende del corredor de bolsa (broker) empleado, y fluctiia entre 7'y 20 délares por transaccién. En
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Ademas, con objeto de evitar el problema de data snooping® —y
despejar las dudas respecto a si la capacidad predictiva se debe a la
bondad del modelo, a las caracteristicas de la muestra de observacio-
nes a la que ha sido aplicado, o simplemente al factor suerte—, cada
modelo se evalué con un total de mil subconjuntos extramuestrales,
de 20’ precios de cierre diarios cada uno. Estos mil subconjuntos ex-
tramuestrales fueron generados a partir del conjunto extramuestral
original, utilizando un proceso de block-bootstrap."

4. Punto de referencia y prueba de significacion estadistica

Los resultados de ambos modelos —de légica y légica difusa—
fueron comparados con la rentabilidad generada por una estrategia
buy and hold." Por otro lado, para analizar si existen diferencias
estadisticamente significativas entre los PPs de los modelos y entre
los rendimientos extranormales de las estrategias de comercio, se
realizaron pruebas no paramétricas de hipétesis de diferencias de
medias (prueba de Friedman y de Tukey).

II1. RESULTADOS

El cuadro 1 presenta los estadisticos descriptivos de los indices ana-
lizados. Al analizar la serie de valores de cierre, en primera diferen-

funcién de esto, el estudio consider6 un costo de 15 délares por transaccién, situando asi el anali-
sis en un punto intermedio.

8 El término data snooping (también conocido como data mining), “ocurre cuando un de-
terminado conjunto de datos es usado mas de una vez para propésitos de inferencia o selecciéon
de modelos. Cuando esta reutilizacién de datos ocurre, siempre existe la posibilidad de que cual-
quier resultado satisfactorio que se haya obtenido pueda deberse sencillamente a la suerte, en
vez de a algiin mérito inherente al modelo que generé esos resultados” (White, 2000).

9 A partir de los datos del conjunto extramuestral, y por medio de un proceso de block-boots-
trap, se generaron mil subconjuntos extramuestrales de 20 observaciones diarias cada uno. El
tamaiio de los subconjuntos busca conformar periodos mensuales de comercio (20 dias habiles).
De esta manera se busca analizar la capacidad de los modelos para generar rendimientos extra-
normales en periodos de corto y largo plazos.

10 Una manera de probar la bondad de los modelos y la validez de sus resultados, indepen-
dientemente de la muestra de datos a la que ha sido dirigidos, es aplicar un proceso de bootstrap.
El bootstrap es un proceso de generacién de observaciones ficticias a partir de datos histéricos, a
fin de dar solucién al problema de escasez de datos y, de esta manera, tener suficiente informa-
ci6én para elaborar diferentes conjuntos extramuestrales con los cuales probar la validez de los
modelos.

11 La estrategia buy and hold es una estrategia de inversién pasiva que no aplica gestién algu-
na. Consiste en comprar el activo de que se trate y mantenerlo durante todo el periodo de inver-
sién, para venderlo al final de éste. La rentabilidad de esta estrategia esta dada por la diferencia
entre el valor de venta y el de compra del activo analizado.
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CUADRO 1. Estadisticos descriptivos para las series de valores
de cierre diarios, en primera diferencia®

Estadisticos PC TSE DJT Nasdaq
Media 5.288 -4.179 —-2.814 —-1.624
Mediana 1.570 6.500 19.095 0.315
Maximo 975.050 818.800 666.400 608.270
Minimo —-1224.180 -1163.300 —-1370.100 —-1125.160
Desviacién estandar 250.579 233.726 274.909 142.919
Skewness -0.230 0.749 —-0.558 -1.792
Curtosis 5.761 7.074 5.006 18.059
Jarque-BeraP 85.555% 205.757* 57.538* 2616.032*
AR(1) 0.049 -0.124 -0.028 -0.031

(0.795) (-2.015)* (—0.466) (-0.512)
AR(2) —-0.033 0.144 0.028 0.044
(=0.526) (2.346)* (0.458) (0.719)
AR(3) 0.009 0.007 0.005 0.010
(0.401) (0.325) (0.285) (0.601)
AR(4) 0.006 0.102 0.087 —-0.076
(0.655) (0.953) (0.806) (-0.476)
Wald-Wolfowitz¢ -0.12 0.13 -0.33 —2.35%
Cox-Stuart® -0.09 -1.49 -0.44 -0.96

a Indices bursatiles de América del Norte. Entre paréntesis se registra la prueba t. Periodo: 8

de octubre de 1996 al 29 de agosto de 2000, mil observaciones.
Los valores criticos de los estadisticos Jarque-Bera y t de Student son 4.43 y 1.96, respecti-

vamente, para un 0. =5 por ciento.

¢ Los valores criticos de los estadisticos Wald-Wolfowitz y Cox-Stuart son de 1.96, para un
o =5 por ciento.

* Significativo a 5 por ciento.
cia, de los indices 1pc, DJ1, Nasdaq y TSE se encontré que, en los tres
primeros casos, el coeficiente de asimetria es negativo, por lo que la
distribucién presenta un sesgo hacia la izquierda, como consecuen-
cia de la existencia de valores extremos y poco usuales. Por su parte,
la distribucién de las variaciones de los valores de cierre diarios del
TSE presenta un sesgo hacia la derecha. Para el 1rc, j1, Nasdaq y TSE,
el valor de la curtosis fue superior a 3. En consecuencia, la distribu-
cion de las observaciones adopté una forma leptocurtésica, con las
observaciones concentradas en un estrecho rango de valores y una
masa relativamente baja en las colas de las funciones de densidad.

Al analizar los resultados de la prueba de Jarque-Bera se rechazé
la hipétesis de que las variaciones de los valores de cierre semanales
de los indices 1PcC, DJ1, Nasdaq y TSE siguen una distribucién normal,
con una significacion de 5%. Ademas, exceptuando el caso del TsE,
los coeficientes de autocorrelaciéon para AR(1), AR(2), AR(3) y AR(4)
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resultaron ser estadisticamente no significativos —a un nivel de sig-
nificacién de 5 y de 10%—, por lo que no se encontré evidencia de
autocorrelacién entre las variaciones experimentadas por los indi-
ces entre los periodos t yt —1,tyt —2,tyt -3yt yt — 4,respectiva-
mente. Por dltimo, las pruebas de Wald-Wolfowitz (de corridas) y
Cox-Stuart (de signos no ponderados) no rechazaron la hipétesis
nula de aleatoriedad en las variaciones de los indices accionarios
(para el caso del Nasdaq, no existe evidencia concluyente para re-
chazar dicha hipétesis).

El cuadro 2 resume la capacidad predictiva de los modelos, calcu-
lada en el conjunto intramuestral. También muestra el resultado de
la prueba de acierto direccional (AD) y la rentabilidad acumulada
que hubiera logrado un inversionista al basar su estrategia de co-
mercio en las recomendaciones de compra-venta de los modelos, asi

CUADRO 2. Resumen de los resultados a partir del conjunto

intramuestral®
Modelo PPS Prueba ADP Rentabilidad
acumulada

1PC

Légica 62 2.54%* 115.86

Légica borrosa 58 2.12 55.65

Buy and hold — — 15.32
Nasdaq

Légica 61 2.98* 24.52

Légica borrosa 60 2.70% 18.34

Buy and hold — — —-20.59
TSE

Légica 60 2.59% 58.11

Légica borrosa 57 -1.98 —5.42

Buy and hold — — —-4.84
DJI

Légica 59 2.55% 79.20

Légica borrosa 55 2.45 25.59

Buy and hold — — 20.93

a Porcentaje de prediccién de signo (PPS) registrado por los modelos, la prueba de acierto di-
reccional (AD) y la rentabilidad acumulada obtenida por la estrategia de comercio durante el pe-
riodo intramuestral.

El valor de z critico es de 1.96 y 1.64, para una significacién de 5y 10%, respectivamente.

¢ Rentabilidad acumulada desde el 8 de octubre de 1996 al 29 de agosto de 2000.

* Significativo a 5 por ciento.
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CUADRO 3. Resumen de los parametros estimados para los modelos
de légica y légica borrosa®

. Modelo MoEle.lo . Modelo Moc’le.l o
Variable de 16 de logica Variable . de légica
e légica de logica
borrosa borrosa
IPC Nasdaq
AIPC, -0.238 -0.127 ANAS, —0.154 -0.327
AIPC, _, -0.752 -0.892 ANAS, 4 -0.896 -0.842
AIPC; _o —0.936 -0.036 ANAS; _ o -0.032 -0.137
AIPC, _; 0.518 0.098 ANAS, 5 0.046 0.498
AIPC, _ 4 0.234 0.885 ANAS; _ 4 0.875 0.784
ADJI, 0.070 0.010 ADJI, 0.087 0.211
ADJI; _4 0.385 0.865 ADJI; _4 0.874 0.666
ADJI, _, 0.656 0.736 ADJI, _, 0.785 0.936
ADJI; _4 0.485 0.585 ADJI; _4 0.567 0.685
ADJI, _, 0.562 0.412 ADJI, _, 0.455 0.312
TSE DJ1

ATSE, -0.537 0.069 ADJI, 0.962 0.034
ATSE, -0.352 —0.740 ADJI; 4 -0.336 -0.022
ATSE, _, -0.736 -0.073 ADJI, _, 0.093 0.736
ATSE, _4 0.815 0.771 ADJI; _4 0.024 -0.022
ATSE, _, 0.434 —0.009 ADJI, _, 0.013 -0.862
ADJI, 0.270 —0.051

ADJI; _4 0.585 0.032

ADJI, _, 0.856 0.210

ADJI; _4 0.985 0.665

ADJI, _, 0.262 0.936

a Observaciones histéricas del conjunto intramuestral. Indices bursatiles IPc, Nasdaq, TSE y DJL.

como el rendimiento de la estrategia buy and hold. El mejor modelo
de légica obtuvo un pprs de 62, 61, 60 y 59% para los indices 1pc, Nas-
daq, TSE y DJI, respectivamente. Esta capacidad predictiva, estimada
en un conjunto intramuestral de mil datos diarios, result6 estadisti-
camente significativa en cada uno de los indices. Por su parte, al ana-
lizar el pps de los modelos de logica borrosa, se encontré que éstos
fueron menores (58, 60, 57 y 55%, respectivamente), resultando tam-
bién estadisticamente significativos.

Se observé que la capacidad predictiva de los modelos se tradujo
en beneficios econémicos. Los modelos de légica obtuvieron el mayor
PPS y, simultineamente, el mayor rendimiento acumulado. Ademas,
independientemente de la significacién estadistica de la capacidad
predictiva de los modelos, éstos superaron en rentabilidad a la es-
trategia buy and hold, la cual evidencié la rentabilidad mas baja en
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CUADRO 4. Resumen estadistico del Pps, de la prueba de acierto

direccional (AD) y de los rendimientos acumulados®

Estadisticos DJI Irc Nasdaq TSE
A. Porcentaje de prediccion de signo

(porcentaje)

Modelo de légica
Media 50.88 52.58 49.07 52.93
Mediana 50.75 52.76 48.74 52.76
Maximo 57.79 60.80 62.31 60.80
Minimo 42.71 41.71 40.20 43.72
Desviacién estandar 2.85 4.31 4.09 4.09
Skewness 0.053 -0.458 0.245 -0.270
Curtosis 2.952 2.691 2971 2.559
Jarque-Berab 0.057 3.902 1.009 2.025

Modelo de légica borrosa
Media 49.85 51.58 48.07 51.90
Mediana 50.75 52.76 48.74 52.76
Maéximo 57.79 60.80 62.31 60.30
Minimo 42.71 41.71 40.20 43.72
Desviacién estandar 2.85 4.31 4.09 4.09
Skewness 0.053 -0.458 0.245 -0.270
Curtosis 2.952 2.691 2.971 2.559
Jarque-Berab 0.057 3.902 1.009 2.025

B. Prueba de acierto direccional

Modelo de logica
Media 0.275 0.742 -0.265 0.826
Mediana 0.211 0.851 -0.293 0.777
Maéximo 2.301 3.008 3.122 3.040
Minimo -2.018 -2.385 -2.750 -1.756
Desviacién estandar 0.826 1.230 1.137 1.148
Skewness 0.081 —-0.501 0.198 —0.284
Curtosis 2.844 2.714 2.660 2.666
Jarque-Bera 0.209 4.540 1.139 1.813
Porcentaje de PPS 6 34 17 29

Modelo de légica borrosa
Media 0.275 0.742 -0.265 0.826
Mediana 0.211 0.851 -0.293 0.777
Maximo 2.301 3.008 3.122 3.040
Minimo -2.018 —-2.385 -2.750 -1.756
Desviacién estandar 0.826 1.230 1.137 1.148
Skewness 0.081 —-0.501 0.198 —0.284
Curtosis 2.844 2.714 2.660 2.666
Jarque-Bera 0.209 4.540 1.139 1.813
Porcentaje de PPS 5 30 15 30
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CUADRO 4 (conclusion)

Estadisticos DII IpPC Nasdaq TSE
C. Rendimiento acumulado (porcentaje)

Modelo de logica
Media -0.79 190.46 1 236.06 36.27
Mediana 0.93 46.21 -2.10 31.85
Maximo 158.05 9 794.09 72 934.55 585.31
Minimo -278.79  -1353.39 —-98.97 —-137.94
Desviacién estandar 51.35 1033.27 8724.83 83.50
Skewness -1.173 8.182 7.942 3.738
Curtosis 11.018 75.615 65.168 23.158
Jarque-Bera 290.863 23 086.750 12180.090 1925.219

Modelo de légica borrosa
Media -1.78 129.09 125.46 22.35
Mediana -1.64 118.42 124.47 22.38
Miximo 93.12 336.70 277.65 116.46
Minimo -98.10 -97.58 —-1396.79 -91.32
Desviacién estandar 35.28 68.73 125.82 36.40
Skewness 0.282 1.423 3.416574  0.158
Curtosis 2.483 5.182 27.65743 2.348
Jarque-Bera 2.441 53.615 1936.763 2.186

Estrategia Buy and hold
Media —-1.78 29.09 25.46 -2.35
Mediana -11.64 11.42 -4.47 -2.38
Maximo 93.12 336.70 2777.67 106.46
Minimo —-98.10 —-97.58 -1396.79 -91.32
Desviacién estandar 45.28 88.73 425.82 46.40
Skewness 0.282 1.423 3.416 0.158
Curtosis 2.483 5.182 27.657 2.348
Jarque-Bera 2.441 53.615 1936.763 2.186
Proporcién® 57 59 41 71
Proporciénd 55 57 59 64

2 Resultados de los mil conjuntos extramuestrales —de 20 observaciones diarias cada uno—
de cada modelo predictivo.

b El valor critico del estadistico J arque-Bera es de 4.43, para un a. =5 por ciento.

¢ Porcentaje de veces en que la rentabilidad del modelo de légica supera el rendimiento de la
estrategia buy and hold, considerando las mil series bootstrap.

Porcentaje de veces en que la rentabilidad del modelo de légica borrosa supera el rendi-

miento de la estrategia buy and hold, considerando las mil series bootstrap.
cada uno de los indices analizados. Por lo anterior, siempre fue me-
jor gestionar la cartera indizada (representada por el indice bursa-
til) en funcién de alguno de los modelos de proyeccion. El cuadro 3
presenta los parametros estimados para los modelos de l6gica y de
l6gica borrosa, correspondientes a los indices bursatiles 1pc, Nasdaq,

TSE y DJI.
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Se probé la solidez de estos resultados a fin de evitar el problema
de data snooping. Para ello se tomé el mejor modelo de proyeccion
para cada indice y se lo evalué en un total de mil conjuntos extramues-
trales de 20 datos de cierre diarios cada uno. Estos mil conjuntos ex-
tramuestrales fueron generados a partir del conjunto extramuestral
original utilizando un proceso de block-bootstrap. El cuadro 4 mues-
tra los estadisticos para el Pps (seccion A), la prueba Ap (seccion B) y
la rentabilidad acumulada de las estrategias de comercio (seccién
C). Al analizar el pps generado en los mil conjuntos extramuestrales
por el modelo de l6gica, no se rechazé la hipétesis de que el pps de los
indices 1PC, DJ1, Nasdaq y TSE sigue una distribucién normal, con una
significacién de 5%, de acuerdo con la prueba de Jarque-Bera. En la
secci6n A se observa que, en promedio, el pps fue de 50.88, 52.58, 49.07
y 52.93% para los indices by, 1pc, Nasdaq y TSE, respectivamente.
Luego, al calcular la prueba Ap se encontré que la capacidad predicti-
va fue significativa s6lo en 6, 34, 17y 29% de los conjuntos extramues-
trales analizados para el pji, 1pc, Nasdaq y TSE, respectivamente
(véase secciéon B). Sin embargo, al analizar la rentabilidad acumula-
da se encontré que —de los mil conjuntos extramuestrales— los
modelos superaron el rendimiento de una estrategia buy and hold
en 57,59, 62y 71% de los casos en los indices pJ1, 1PC, Nasdaq y TSE,
respectivamente, tal como se observa en la seccién C del cuadro 4.

Por otra parte, y respecto al modelo de légica borrosa, no se re-
chazé la hipétesis de que el pps de los indices 1pc, D1, Nasdaq y TSE si-
gue una distribucién normal, con una significacion de 5%, de
acuerdo con la prueba de Jarque-Bera. En la seccién A del cuadro 4
se observa que, en promedio, el prs fue de 49.85, 51.58, 48.07 y
52.93% para los indices pj1, 1PC, Nasdaq y TSE, respectivamente. Lue-
g0, al calcular la prueba AD se encontré que la capacidad predictiva
fue significativa sélo en 5, 30, 15 y 30% de los conjuntos extramuestra-
les analizados para el pj1, 1pc, Nasdaq y TSE, respectivamente (véase
seccién B). Sin embargo, la rentabilidad de estos modelos superé de
nuevo el rendimiento de una estrategia buy and hold en 55, 57,59 y
64% de los casos en los indices b1, 1PC, Nasdaq y TSE, respectivamen-
te, como se observa en el cuadro 4, secciéon C.

Por dltimo, los resultados de la prueba de Friedman (cuadro 5)
indican que existen diferencias estadisticamente significativas entre
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CUADRO 5. Pruebas de Friedman y de Tukey®

Estadistico S

Prueba de Friedman: Diferencia entre medias

PPS 27.83
Rendimiento de modelos 50.47
Prueba de Tukey: PPS Valor p
Légica-16gica borrosa 0.8084
Prueba de Tukey: Rendimiento de modelos Valor p
Légica-légica borrosa 0.998
Légica-buy and hold 0.999
Légica borrosa-buy and hold 0.484

a Para el caso del PPS, el valor critico de 2 fue de 19.50, para 336 grados de libertad en el nu-
merador, 2 grados de libertad en el denominador yun mvel de significacién de 0.05. Para el caso
de la rentabilidad de los modelos, el valor critico de ? fue de 8.53, para 336 grados de libertad
en el numerador, 3 grados de libertad en el denominador y un nivel de significacién de 0.05. El
nivel de significacién con el cual es comparado el valor p es de 0.05.

los PPs y los rendimientos anormales generados por los modelos ana-
lizados. De manera mas especifica, la prueba de Tukey senala que
no hay diferencias significativas entre el modelo de légica y el mode-
lo de l6gica borrosa, en términos de Pps, pero si la hay en las rentabili-
dades, superando el rendimiento del primer modelo a la rentabilidad
del segundo. Ademas, las rentabilidades de los modelos predictivos
construidos en funcién de légica y logica borrosa, son estadistica-
mente superiores al rendimiento de la estrategia buy and hold.

Cabe senalar que los resultados apuntan en la misma direccién que
los obtenidos en Parisi, Parisi y Cornejo (2004), en el sentido de que es
posible establecer modelos predictivos que permitan aumentar el
rendimiento de las estrategias de comercio. En dicho estudio, los mo-
delos multivariados producidos por el algoritmo genético tuvieron
un Pps extramuestral de 59, 60, 59 y 59% para los indices 1pc, Nasdagq,
TSE y DJI, respectivamente, en el que la capacidad predictiva es signi-
ficativa en cada uno de ellos. Ademas, estos modelos superaron el
rendimiento de una estrategia buy and hold en 57, 59, 71 y 41% de los
casos en los indices pj1, 1PC, TSE y Nasdaq, respectivamente.

CONCLUSIONES

En este articulo se construy6 un modelo de lgica y otro de l6gica di-
fusa para proyectar —en el momento t— el signo de la variacién
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que experimentardn en el momento ¢ + 1 los indices bursatiles de
América del Norte: pj1 y Nasdaq (Estados Unidos), ¢ (México) y
TSE (Canada). Los datos corresponden al periodo comprendido en-
tre el 8 de octubre de 1996 y el 7 de enero de 2005. Los resultados
sefialan que el modelo de l6gica tendria mayor capacidad que el mo-
delo de l6gica borrosa para predecir las variaciones de los indices ya
senalados, que esta capacidad predictiva seria estadisticamente sig-
nificativa y que una estrategia de comercio basada en las recomen-
daciones de compra-venta dadas por este modelo permitiria obtener
rendimientos relativamente mas altos. Por altimo, destacamos que
los modelos de légica y de 16gica borrosa superaron, en promedio, los
resultados de la estrategia buy and hold, aun cuando se consideré
un costo por transaccién equivalente a 15 délares.

Los resultados apuntan en la misma direccién que los obtenidos
en Parisi, Parisi y Cornejo (2004), en el sentido de que es posible des-
arrollar modelos predictivos que permitan incrementar el rendi-
miento de las estrategias de comercio. En dicho estudio los modelos
multivariados producidos por el algoritmo genético obtuvieron un
pps extramuestral de 59, 60, 59 y 59% para los indices 1pc, Nasdaq,
TSE y DJI, respectivamente, cuya capacidad predictiva es significativa
en cada uno de ellos. Ademas, estos modelos superaron el rendi-
miento de una estrategia buy and hold en 57,59, 71 y 41% de los ca-
sos en los indices DJ1, 1PC, TSE y Nasdaq, respectivamente.

De esta manera, se presenta pruebas de que la capacidad de los
modelos de légica y légica borrosa podria resultar pertinente para
predecir el signo de las variaciones de los indices bursatiles aborda-
dos en este estudio, lo que los sittia como una opcién al analisis técni-
co, a los modelos naive, a las redes neuronales y a los algoritmos
genéticos aplicados en series de tiempo, para predecir la evoluciéon
del mercado bursatil.

APENDICE

Las operaciones en conjuntos establecen las reglas para determinar los con-
juntos de unién, interseccién y complemento. Estos se construyen por medio
de funciones que manipulan los conjuntos para obtener nuevos conjuntos.
Cada planeador puede definir o elegir la operacién de unién, interseccién o
complemento que desee. Estas operaciones deben cumplir con ciertas carac-
teristicas:
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i) El complemento del conjunto borroso 4, C(A4), es el conjunto que contie-
ne los elementos que no pertenecen a A. Cumple con: Contorno, en los
extremos se comporta igual que la negacién nitida. C(1)=0y C(0) =1;
Monotonia, el complemento es monétono no decreciente; Involucion,
CCA))=A.

ii) La interseccién “i” asociada a los conjuntos borrosos A y B cumple las
siguientes propiedades: Contorno, en los extremos se comporta igual
que la interseccién nitida, es decir £(0,0)=0; i(0,1)=0, e i(1,1)=1;
Conmutatividad, i(A, B) =i(B, A); Monotonia, la interseccién “i” es
monétona creciente, es decir: A€ A', Be B'= i(4, B)€i(4', B'); Aso-
ciatividad, i(i(4, B),C) =i(A, i(B, C)). Las funciones que verifican estas
propiedades se denominan t-normas.

iit) La unién “u” de los conjuntos borrosos Ay Bla denotamos poru(4, B)la
cual cumple con las siguientes propiedades: Contorno, en los contornos
se comporta igual que la intersecciéon nitida. u(0, 0) =05 u(0, 1) =1; u(l,
1) =1; Conmutatividad, u(A, B) =u(B, A); Monotonia, la unién “u” es
mondtona creciente, es decir, A € A',B € B' = u(A, B) e u(4', B'); Aso-
ciatividad, u(u(4, B),C) =u(A, u(B, C)). Las funciones que cumplen es-
tas propiedades se denominan ¢-conormas.

La t-normas y la t-conormas se hallan relacionadas. De este modo, fijando
una de ellas se puede deducir la otra. A modo de ilustracién, en el siguiente
cuadro se presentan algunas reglas de t-normas y t-conormas sobre conjun-
tos difusos.

CUADRO Al. Ejemplo de reglas de t-normas y t-conormas

Nombre Interseccion Unién Complemento
Zadeh Min {£,(x), fa(x)} Max {f,4(%), fa(x)} 1= f4(x)
Producto Sa(x)* fp(x) Sa(x)+ fp(x) — f4(x)* fp(x) 1= fa(=)
Lukasievicz Max {0, fy(x) + fp(x) =1} Min{1, f4(x) + fp(x)} 1- fy(x)
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