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REGULARIDADES NO LINEALES
EN INDICES ACCIONARIOS

Una aproximaciéon con redes neuronales™
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RESUMEN

Las redes neuronales artificiales (RNA) se han convertido en un importante
instrumento para modelar y predecir los rendimientos accionarios. Debido a
que son modelos que incorporan variables no lineales (caracteristica de la ma-
yoria de las series econémicas y financieras) funcionan mejor que los modelos
estadisticos tradicionales, como las regresiones lineales o modelos Box-Jenkins.
Este estudio intenta encontrar regularidades en los indices accionarios de 27
paises mediante un acercamiento de redes neuronales artificiales y su con-
traste con modelos lineales rezagados, y aporta evidencia a la discusién ac-
tual respecto a la teoria de los mercados eficientes. Asimismo se realizan
predicciones extramuestrales dindmicas sustentadas también con una prue-
ba no paramétrica, que confirma excelentes resultados de las redes neuro-
nales en contraste con los modelos autorregresivos tradicionales.

ABSTRACT

The artificial neural networks (ANN) have turned into an important tool to
shape and to predict the stock returns. Due to the fact that those models in-
corporate nonlinear variables (characteristic of the majority of the economic
and financial series) they work better than the statistical traditional models
such as linear regressions or Box-Jenkins’ model. This study brings the attempt
of finding regularities in the stock indexes of 27 countries by means an
approximation of artificial neural networks and their contrast with linear
regressive models finding evidence that reaches to the current discussion on
the “Efficient Market Theory”. Likewise dynamics out of sample predictions
are realized sustained also by a nonparametric test confirming excellent re-
sults of the neural networks in contrast with the traditional autoregressive
models.
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INTRODUCCION

La no linealidad inherente en los datos financieros y econémicos ha
sido observada por mucho tiempo; algunos investigadores han reco-
nocido las limitaciones de técnicas econométricas que suponen una
relacion lineal como una aproximacion. El supuesto de linealidad se
ha usado convenientemente en parte porque el coeficiente estimado
de estos modelos es de facil interpretacion y porque la aplicacién
numérica era complicada en su momento.

Avances recientes en materia tecnolégica computacional han rela-
jado las restricciones o complejidades en calcular modelos y han lle-
vado al desarrollo de técnicas econométricas no lineales como la
regresion de regime-switching de Markov. Ademas, investigadores
en la comunidad financiera recientemente han adoptado otras apro-
ximaciones y técnicas de estimacién no lineales usadas en las cien-
cias fisicas y biolégicas como son las redes neuronales artificiales
(RNA).! Aunque son sélo un tipo de los miltiples instrumentos esta-
disticos para modelar relaciones no lineales, parecen estar rodeadas
de mucho misterio y algunas veces de una mala interpretacién.

Debido a que tienen sus raices en la neurofisiologia y las ciencias
cognoscitivas, las redes neuronales artificiales suponen cualidades
similares al cerebro, como son la capacidad de autoaprendizaje, ca-
pacidad de encontrar solucién a problemas, y finalmente cognicién
y autoconocimiento. Por otra parte, las redes son a menudo conside-
radas como una “caja negra” que produce predicciones con mucha
exactitud con sélo un pequeno modelamiento.

Las redes neuronales son modelos elaborados para simular el
funcionamiento del cerebro y, en particular, la manera como éste
procesa informacién. Dentro del contexto del analisis de series de
tiempo se clasifican como modelos no lineales capaces de realizar
conexiones entre los valores pasados y presentes de una serie de
tiempo y extraer estructuras y relaciones escondidas que rigen el
sistema de informacién.’ El atractivo de este enfoque, inspirado en
la neurologia, es su capacidad para aprender, es decir, para identifi-
car dependencias con base en una muestra finita, de manera que el

1 “Artificiales” se usa a menudo para distinguir modelos mateméticos de redes neuronales

con su contraparte biolégica. En adelante se omitira este adjetivo.
2 Segtin Shahmurove y Witkowska (2000).
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conocimiento adquirido pueda ser generalizado a muestras no obser-
vadas (Herbrich et al, 1999). Aunque, como sefialan Kuan y White
(1994), las redes neuronales y sus algoritmos de aprendizaje asocia-
dos estan todavia lejos de ofrecer una descripcién acertada de cé6mo
funciona el cerebro, éstas se han constituido en un marco de mode-
lacién muy poderoso e interesante, cuyo potencial ha sido compro-
bado en diversas aplicaciones en todas las ciencias.

Muchos investigadores son atraidos por ese enfoque porque las
redes neuronales no estdn sujetas a supuestos restrictivos como la li-
nealidad, que suele ser necesaria para la aplicacién de los modelos
matematicos tradicionales; con este criterio han funcionado muy
bien para la valoracién de activos derivados y la determinacién de
cobertura,’ ya que la férmula de Black y Scholes esta restringida a
la normalidad de sus variables.

La popularidad de las redes para manejar datos e informacién
compleja puede haber contribuido considerablemente a la difusién e
implantacién de modelos de redes neuronales en la economia y la
econometria. Herbrich et al (1999) senalan tres campos principales
en los cuales se ha centrado la aplicacion de estos modelos en la eco-
nomia: i) clasificacién de agentes econémicos, ii) prondéstico de se-
ries de tiempo y iii) modelaje de agentes con racionalidad limitada.
El segundo campo ha sido de particular importancia. Franses y Van
Dijk (2000) sefialan que anualmente se publican alrededor de 20 o
30 articulos relacionados con el pronéstico y modelacién, con el uso
de las redes neuronales, de precios de acciones, tipos de cambio, ta-
sas de interés, producto interno bruto y la inflacién, entre otros temas.
Tanto estos autores como Tkacz y Hu (1999) atribuyen la creciente
boga de estos modelos, y su aplicacién a series de tiempo, a la capaci-
dad que poseen para permitir relaciones no lineales muy generales
entre las variables. En efecto, esto quiere decir que con suficientes
nodos o capas ocultas (que se definirdn lineas abajo), y en ciertas
condiciones, una red neuronal puede aproximar cualquier relacién,
aun no lineal, no importando cuan extraiio ni qué tipo de no lineali-
dad.! Asimismo, las RNA son un instrumento importante en la modela-
cién de variables en las cuales la existencia de un modelo estructural

3 Véase Hutchinson, Lo y Poggio (1994).
4 Hornik, Stinchcombe y White (1990).
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no es clara, pues no parten de supuestos a priori de los datos para el
pronéstico y todo lo que de ellas puede decirse es inherente a las
observaciones (Evans, 1997). El objetivo de este trabajo es modelar
el comportamiento de los indices accionarios de 25 paises, incluido el
Dow Jones y el Standard & Poor en los Estados Unidos, para encon-
trar regularidades entre ellos, contrastandolos con los modelos tra-
dicionales autorregresivos segiin la metodologia Box-Jenkins. Este
estudio es una opcién al realizado por Johnson y Soriano (2004), que
a diferencia de encontrar asimetrias en los rendimientos de los indi-
ces bursatiles busca la no linealidad en esta variable.

El estudio se divide en tres secciones: la seccién I muestra una re-
vision de la bibliografia acerca de las redes neuronales; la seccién 11
presenta la metodologia y datos que se utilizara en el trabajo; el ana-
lisis de los resultados se aborda en la seccién m. Finalmente se
presenta las conclusiones del estudio.

1. MoTIVACION

Desde el hoy famoso enunciado de Keynes (1936) acerca de que la
mayoria de las decisiones de los inversionistas “pueden sélo ser to-
madas como resultado de espiritus animales, es decir, de un impulso
espontaneo de actuar mas que de permanecer quieto, y no como re-
sultado de un promedio ponderado de beneficios multiplicados por
probabilidades cuantificadas™, muchas investigaciones han sido de-
dicadas a examinar la eficiencia en la estructura de precio de merca-
do de las acciones. Fama (1970) en su trabajo seminal establece que
los rendimientos de los activos financieros, con particular hincapié
en las acciones, no pueden ser predecibles. Aqui nace la nocién de la
hipétesis de mercados eficientes (HME).

El concepto que encierra la HME es que los precios de los activos
incorporan toda la informacién pasada y presente disponible hasta
el momento de la valoracién que se haga del mismo,’ por lo cual en
un contexto de racionalidad implica que no es posible que un agente
obtenga rendimientos anormales. Situdndonos en el horizonte a lo
largo del tiempo, ningtin inversionista privado o institucional po-

5 Dependiendo de la medida de informacién la eficiencia de un mercado se puede clasificar en
débil, semifuerte y fuerte.
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dria ganarle al mercado. Dado esto, la mejor representacion de la
capacidad predictiva se consigue con un camino aleatorio o random
walk (RW) representado de la siguiente manera:

PL:PL—1+8t
AP, =¢,

en la que P, es el precio de la accion en el periodo t y €, es un choque
aleatorio que se distribuye (i, 62). En otras palabras, el cambio en
el precio de una accién es aleatorio, y por ende, impredecible.

Sélo la llegada de nueva informacién o noticias produciria un cam-
bio en el precio,’ y por ende en el rendimiento del activo. Esta infor-
macién no puede ser inferida de la informacién del pasado, por lo
cual es independiente del tiempo e impredecible. Sin embargo, muchos
han sido los esfuerzos de encontrar discrepancia entre los conceptos
de eficiencia y predictibilidad. La causa radica en la existencia de
un componente estructural o de largo plazo del mercado que es po-
sible captar y proyectar en el tiempo. Keim y Stambaugh (1986) en-
cuentran significacién estadistica de predictibilidad en los precios
de acciones basado en ciertas variables. Lo y MacKinlay (1987)
prueban la hipétesis de random walk y encuentran sélida prueba
que la rechaza.

De acuerdo con lo anterior hay un creciente interés en construir
modelos que permitan caracterizar el precio de la accién o su rendi-
miento. Debido a que en afos anteriores el avance econométrico y
computacional era limitado, éstos se enmarcaban en la determina-
ci6n de modelos lineales, como las series de tiempo univariado (Box
y Jenkins, 1970).

Dado los mayores avances que muestra la econometria y en particu-
lar la financiera en el estudio de series de tiempo, el uso y estimacién
de relaciones econémicas no lineales hacen atractiva la implanta-
cion de las redes neuronales artificiales. Este estudio profundiza el
presentado por Shahmurove y Witkowska (2000) en el sentido que
intenta adicionar a las predicciones, las regularidades no lineales.
Ademas cubre una amplia gama de paises, incluyendo los menos des-

6 Véase mayor detalle de c6mo se realiza este proceso en Gregoire y Zurita (1993), que revisa
y analiza esta bibliografia.
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arrollados, y tiene un amplio periodo muestral. Asimismo se inclu-
yen pruebas para determinar el rendimiento de las predicciones.

1. Revision

Ahora, antes de ir a un analisis formal de las redes neuronales, se
dara un ejemplo financiero sencillo’ que motiva el interés en mode-
los no lineales. Este ejemplo, sugerido primero por Merton, incluye
la asignacién de activos o riqueza cada mes entre los pagarés y el in-
dice S&P 500, que empieza en enero de 1926 y termina en diciembre
de 1993. Si tenemos un délar de inversion en pagarés reinvertido mes
a mes, crece hasta 12 délares al final de los 67 anos, mientras que la
misma inversién colocada en el S&P 500 rendiria unos 800 délares.
Qué sucede si se tiene las habilidades de un perfecto market-timing
de manera que al inicio de cada mes se sabe con seguridad qué clase
de activo tendria un mejor desempeiio. Si se empieza con la misma
inversién de un délar en enero de 1926 y se cambia cada mes entre
pagarés o S&P 500 segtin la mejor opcidn se tendria la cantidad de
1038 317 644 délares. Lo anterior no es un error tipografico, con ha-
bilidades perfectas en la asignacién de activos, un délar habria cre-
cido a mas de mil millones de délares.

Por supuesto, nadie tiene las capacidades perfectas para asignar
activos; por tanto, el rendimiento en la practica sera una pequena
fraccion de 1 038 317 644 délares. Sin embargo, no se toma una frac-
cién del monto anterior para poder superar los 800 délares que redi-
tué el S&P 500. Este es quiza el mayor aspecto en la administracién
que agobia a los inversionistas: aun una pequenisima ventaja en un
mercado muy competitivo se puede traducir en atractivos rendimien-
tos con el tiempo. Descubriendo y modelando no linealidades se de-
be proporcionar estas pequeiias ventajas.

Las redes neuronales intentan resolver de manera eficiente pro-
blemas que pueden encuadrarse dentro de tres extensos grupos: op-
timacién, reconocimiento y generalizacién.® Estos abarcan un gran
numero de situaciones, lo que hace que el campo de aplicacion de las
redes neuronales en la gestion empresarial sea muy amplio.

Dentro de los problemas de optimacién se intenta determinar una

7 Lo (1994).
8 Serrano Cinca y Gallizo Larraz (1996).
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solucién que sea 6ptima, aplicando generalmente redes neuronales
realimentadas, como el modelo de Hopfield (1982), redes de adapta-
cion probabilistica, de memorias autoasociativas, que aprenden a
reconstruir las pautas de entrada que memorizaron durante el en-
trenamiento. En la gestién de empresa, son decisiones de optimacién
hallar los niveles de tesoreria, de produccién, politica de inventario,
construccion de carteras éptimas, etc. Asimismo, en los problemas
de reconocimiento se entrena una red neuronal con insumos como
sonidos, niimeros, letras y se procede a la fase de prueba presentan-
do esas mismas pautas con ruido. Este es uno de los campos mas
fructiferos en el desarrollo de redes neuronales y casi todos los mo-
delos: perceptrén, también redes de Hopfield, mapas autoorganiza-
dos de Kohonen,’ etc., han sido aplicados con mayor o menor éxito.
Finalmente en los problemas de generalizacién la red neuronal se
adiestra con unas variables de entradas y la prueba se realiza con
otros casos diferentes. Los problemas propios de la generalizacién
son los de clasificacién y prediceion.

White (1992) y Kuan y White (1994) popularizaron el enfoque de
redes neuronales en economia. Desde entonces ha sido utilizado para
analizar decisiones para otorgar créditos bancarios (Witkowska,
1999; Olmedo y Fernandez, 1997; Zurada, 1998), clasificacién de
obligaciones tanto internacionales como locales (Singleton y Surkan,
1995), adquisiciones y fusiones corporativas (Fairclough y Hunter,
1998), deteccion de quiebras (bankruptcy) (Shah y Murtaza, 2000;
Tan y Dihardjo, 2001)," resultados corporativos (Wilson, Chong y
Peel, 1995) y proyecciones macroeconémicas y financieras (Moshiri
et al,1999; Martin et al, 1997; Qi, 1999; Yao et al, 1999; El-Shazly y
El-Shazly, 1999,y Fu, 1998)." Wuy Wang (2000) usan una red neu-
ronal para clasificar postulaciones de crédito en grupos factibles de
ser aceptados o rechazados, y compara los resultados del modelo
con las decisiones reales tomadas por los analistas de crédito. Ellos
encuentran que las redes neuronales poseen una capacidad predic-
tiva superior y que son muy ttiles para mejorar las decisiones de
otorgamiento de créditos.

9 Véase mayor detalle en Kohonen (2001).
10 Shah y Murtaza (2000) utilizan redes neuronales basadas en procedimientos de Cluster.

11 'Véase también Granger y Terasvirta (1993), Gately (1996), Campbell et al (1997) y Fran-
ses y Van Dijk (2000).
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Son todavia muy pocos los articulos que se encuentran publicados
en revistas internacionales, aunque el Financial Analysts Journal o
The Journal of Banking and Finance estin empezando a recoger
articulos relacionados con las aplicaciones de redes neuronales, al-
guno de ellos firmado por investigadores tan renombrados como
Altman, Marco y Varetto (1994). Sin embargo, el primer articulo de
redes neuronales que maneja informacién financiera fue realizado
por White (1988), quien estudié la prediccién de los precios de las ac-
ciones con un modelo de red neuronal. El modelo predecia mejor
que el modelo de series temporales que utilizaba, un modelo lineal
autorregresivo. El perceptréon multicapa es utilizado como analisis
técnico, sin incluir variables fundamentales.

El enfoque de redes neuronales también ha sido muy dtil en el
campo del anélisis de los precios de activos. Dada la alta frecuencia
de la informacién diaria o intradiaria disponible su uso radica en la
proyeccién de precios o rendimientos. En Chile hay un estudio (Bach
y Hansen, 2002) que presenta predicciones de los rendimientos ac-
cionarios de ENDESA con informacién intradiaria, y demuestra la su-
perioridad de estos modelos respecto a las opciones lineales. Otra
aplicacion en las finanzas es el estudio de efectos contagio entre dife-
rentes indices. Lim y McNelis (1998) analizan la influencia que el
Nikkei (Japon) y el Standard & Poor (Estados Unidos) tienen en el in-
dice accionario australiano (Australian All-Ordinaries Index). Basan-
dose en estadisticos que evaltian proyecciones, encontraron que los
modelos de redes tienen un mejor desempeno que modelos estructura-
les tradicionales, como son los minimos cuadrados y los de volatilidad
lineal tipo GARCH-M.

Sin ir muy lejos, McNelis investiga la reaccion en los precios de las
acciones de Brasil a choques en los mercados de los Estados Unidos y
de la América Latina, utilizando tanto modelos lineales como las RNA.
Concluye que el mercado chileno, en contraste con el mexicano o el
estadunidense, es el mas determinante en los movimientos del indice
accionario de Brasil. Al igual que los estudios anteriores demuestra
una mejor confiabilidad en los modelos no lineales que los modelos
de aproximacién lineal o GARCH.

En la evaluacién del comportamiento de las acciones en el merca-
do de valores, Aaltonen y Ostermark (1993) comparan los tres mode-
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los estadisticos mas utilizados en la prediccion del fracaso empre-
sarial: analisis discriminante, logit y particiones recursivas con el
perceptrén multicapa. En este estudio la variable dependiente, en
otras palabras, calificar a la empresa positiva o negativamente, pro-
viene de los mercados financieros, segiin el valor estimado de la3.La
B de un valor es una medida del riesgo sistematico, es decir atribui-
ble al movimiento del mercado en su conjunto y se calcula mediante
regresiones que relacionan los movimientos del titulo con los del in-
dice general de precios del mercado. Las empresas son agrupadas a
priori como de alto o bajo riesgo, dependiendo de si el valor de su 3
esta por encima o por debajo de la media de la 3 calculada para to-
das las empresas y todos los ainos. En los resultados se produce un
empate, ya que todos los modelos fallan en la prueba de las mismas
tres observaciones.

Yoon y Swales (1991) intentan dividir las empresas en dos grupos,
seglin si sus acciones hayan tenido o0 no un buen comportamiento en
los mercados financieros. Los datos incluyen informacién contable
cuantitativa y cualitativa, pues examinan la carta que el presidente
de la compaiiia envia a los accionistas. Comparan los resultados del
analisis discriminante con los del perceptrén multicapa. El percep-
trén sin capa oculta obtenia 65% de acierto, resultado similar al del
analisis discriminante. Al anadir una capa oculta mejoran los resul-
tados situandose en 77%. Anadir otra capa oculta no mejora signifi-
cativamente la eficacia del modelo.

En la macroeconomia también se ha hecho presente la modelizacién
con redes neuronales y se han enfocado sobre todo en las variables
de tipos de cambio, demanda de dinero, inflacién y crecimiento."”
Evidencia de no linealidades en informacién macroeconémica chile-
na puede encontrarse en McNelis (1996) y Soto (1995). Ambos exa-
minan la demanda por dinero en Chile y encuentran una alta no
linealidad en la demanda de dinero de largo plazo. Johnson y Vergara
(2004) explican la politica monetaria en Chile con una aproximacién
neuronal; concluyen que la balanza de cuenta corriente (o la dife-
rencia entre el ingreso y el gasto) y la inflacién no esperada son las
variables con el mayor peso en la implantacién de esta politica.

12 Evidencia internacional respecto al crecimiento se encuentra en Fu (1998) y Tkacz y Hu

(1999).
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Tkacz y Hu (1999), del banco central de Canada, emplean infor-
macién financiera y monetaria entre 1985-1998 para estimar una
red neuronal artificial y proyectar el PiB; concluyen que esos mode-
los tienen una mayor capacidad predictiva (de 15 a 19% mas preci-
so0s) que sus modelos contrapartes de regresion lineal y de series de
tiempo y que la prediccion en un horizonte de mas de un afo es me-
jor que las de corto plazo (por ejemplo, un trimestre).

2. Redes neuronales artificiales

Las redes neuronales son modelos estadisticos no lineales y no pa-
ramétricos utilizados principalmente para la clasificacién y prediccion
de datos y variables. “No paramétrico” significa que no necesitan de
supuestos paramétricos, como la normalidad en la distribucién de los
errores, (ue se presentan en los caracteristicos modelos de regre-
si6n lineal. Es su intento de imitar algunos mecanismos de procesa-
miento de informacién que ocurren en el sistema nervioso de los
organismos biolégicos; como producto de la seleccién natural dichos
mecanismos deben ser efectivos y eficientes.

Todos los modelos, ya sean lineales o no lineales, tienen como ob-
jetivo servir de aproximaciones tutiles de la realidad, y nunca tienen
la pretension de sustituirla, por tanto las redes neuronales artificia-
les son simplificaciones ttiles de las naturales. Biolégicamente la
unidad basica de procesamiento de las redes biol6gicas es la neuro-
na. En términos generales, una neurona es una célula con tres partes
principales: el cuerpo central que contiene el niicleo; unas extensio-
nes o filamentos llamados dendritas las cuales reciben las senales o
estimulos que llegan a la célula desde los censores o transductores, y
una extensién de salida llamada ax6n que transporta el resultado
del procesamiento de los datos hacia las dendritas de otras células.
Si la suma ponderada de los estimulos de entrada sobrepasa cierto
umbral, la neurona emite una senal de salida por el ax6n de magni-
tud fija. Las senales enviadas hacia la siguiente neurona hacen con-
tacto en los puntos llamados sinapsis, entre el axén de una neurona
y las dendritas de la siguiente; en estos puntos el estimulo se ponde-
ra; esto es, se puede dejar pasar, atenuar o inhibirse.

Actualmente, con el propésito de simplificar la funcién neuronal
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FIGURA 1. Neurona biolégica
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aproximamos la salida binaria, modelo introducido por McCulloch
y Pitts en 1943, por una salida limitada, por ejemplo al intervalo
para el cual podemos usar un modelo logit o al intervalo[—1,1], para
lo cual utilizamos una funcién de tangente hiperbélica o una sigmoi-
dal; estas funciones de trasmisién seran explicadas en la siguiente
seccion.

A diferencia de las redes biolégicas, en las que cada neurona puede
tener miles de conexiones con otras células, con las redes artificiales
estas conexiones entre neuronas son pocas por las limitaciones en
las técnicas de estimacién y datos disponibles. Una red neuronal ar-
tificial coman consiste en capas de neuronas que procesan y trans-
portan la informacién de la entrada a la salida. En la primera capa
todas las neuronas reciben los datos de entrada, los ponderan por
sus coeficientes de entrada, restan el umbral, por ejemplo, la cons-
tante en el logit, y pasan el resultado a cada una de las neuronas de
la capa siguiente. La salida final puede hacerse por medio de una sola
neurona, o de manera lineal ponderando y sumando las salidas de
las neuronas de la dltima capa, mas una constante si se considera ne-
cesario. Las capas que se encuentran entre la entrada y la salida se
conocen como capas ocultas.
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Fi1GURA 2. Estructura de la red neuronal
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Aunque existe una gran variedad de opciones de elaboracion de
redes, algunas con miltiples salidas (por ejemplo para analisis mul-
tivariado) y otras con realimentacién de salida a entrada, la red ca-
racteristica suele tener una salida y una o dos capas escondidas con
un nimero de neuronas cercano al ntimero de variables de entrada.

El tema de la realimentacién, tan importante en las redes biol6-
gicas, puede incorporarse en las redes artificiales al reestimar el
modelo con la llegada de nuevos insumos. Esta reestimacién, que
obviamente se hace comparando la salida con la realidad observa-
da, modifica los parametros del modelo para ajustarse a las nuevas
observaciones. De otra manera, la incorporacién de ecuaciones de
realimentacién explicitas en el modelo introduciria complejidades
adicionales en la estimacién.

3. Especificacion

Una red sencilla con dos variables de entrada x, y x,, una capa es-
condida con dos neuronas y una neurona de salida, tendria la si-
guiente ecuacion:
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1 1
)+|32

y BU B] 1 + e (@p + oyx; + ayxy 1 + e (ap + oyx; + apxy) ( )

en la que 3, y o, son los niveles de umbral (la constante) de cada
neurona. Como puede observarse, la salida es un logit, lo cual mues-
tra una expresién no lineal, o también se podria especificar un logit
de logits, sobre todo si el niimero de capas y neuronas aumenta.

Analiticamente, una red neuronal puede ser representada por la
expresion (1), en la que y es la variable dependiente (que podria ser
un vector de variables), y; para j=1,2..., son variables indepen-
dientes o exégenas, y f representa a una funcién no lineal.

Ye =S Y1 Yoroe) T & (2)

En el modelo de regresién lineal, f representa una funcién li-
neal, pero en esta estructura de redes f puede ser cualquier forma
no lineal.

Consideremos la estructura tradicional de una red neuronal, que
se alimenta hacia delante (feed-forward) y que se presenta en la fi-
gura 2. Una red neuronal tradicional consiste en una coleccién de
insumos (inputs) y neuronas procesadoras de informacién, arregla-
das e interconectadas por capas conocidas como capa de entrada
(input layer), capa escondida (hidden layer)y capa de salida (out-
put layer). La capa de entrada sélo recibe informacién sin procesar-
la. Una vez que esta informacién haya pasado a la capa escondida,
ésta es procesada y analizada, y posteriormente trasmitida a la capa
de salida mediante funciones matematicas de transferencia, que son
funciones de las neuronas procesadoras que definen las variables de
salida. Para facilitar su comprensién, y segiin la figura, suponga que
tenemos cuatro series de tiempo (x,, x,, x,, x,) para explicar nuestra
variable dependiente y. Cada nodo neuronal se une por medio de
una funcién matematica:

yj = f(red neuronal)+¢;

3)
¥, =f(§i:(oijxij+ gj

en la que ®; representa el parametro entre insumo i y neurona j. La
funcién fcorresponde a la funcién de transferencia, modelada como
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se dijo lineas arriba, una funcién sigmoidea o tangente hiperbdélica,
representada respectivamente por:

(1t
1+e ZUi

f= j (4)
[ezwijxi _ e—Zwljxi

e Xwixi 4 e_Ew@/xi

Al decidir resolver un problema mediante las redes neuronales
tenemos que optar por la estructura que mejor se adapte a dicho
problema. Relacionado con cada estructura esta el tipo de aprendi-
zaje por utilizar, el cual puede ser supervisado, no supervisado o tal
vez una combinacién de ambas (aprendizaje hibrido). Ademas de la
decision de tipo de aprendizaje es necesario decidir la manera siste-
matica en que se van a analizar los pesos o ponderadores.

Con el aprendizaje no supervisado la variable final no se define y la
red clasifica los insumos de acuerdo con las caracteristicas del pro-
blema por resolver. Los modelos planteados aqui suelen ser simples
monocapas y con algoritmos sencillos y rapidos, mas préximos a la
biologia. Con el aprendizaje supervisado, la segunda metodologia, por
mucho la mas utilizada, la red se prueba con los insumos y el resulta-
do, lo que permite un procedimiento de aprendizaje que minimiza el
error entre los valores proyectados y efectivos de la variable end6gena.

La metodologia utilizada en la estimacién se denomina back-pro-
pagation (BP), y calcula la diferencia entre valores observados y
proyectados desde la tltima capa, propagando hacia atras los erro-
res de prediccion ponderados. La ponderacién estindar usa el
método de gradiente descendiente.

4. Aprendizaje por propagacién hacia atrds
con métodos de gradiente

Definamos el error cuadratico de una neurona por:"
1 o
8p=§(yp—yp)z )

13 Véase en Freeman (1994), Sargent (1993) y Kasabov (1996) un anélisis mas detallado.
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en el que el subindice p se refiere a la pauta u observacioén pth, y re-
presenta el valor actual o deseado de la variable dependiente y y
indica la prediccién de la neurona. La ecuacién (5) determina final-
mente al término de error general denotado por Z €,

El cambio en los ponderadores para cualquier neurona sera pro-
porcional al efecto del peso desde esta neurona en la diferencia pre-
via € ,. Este cambio se expresa por la siguiente ecuacién:

agp anetk
anetk a(Dkl

(6)

A(Dk:_

Similarmente, la contribucién de la suma ponderada de los insumos
respecto a la proyeccién de la red desde cualquier neurona esta
dada por:

oe

9
_ p A '
Mo =— 8_ Bnet, = (yp— ¥p) fr(nety) (7)

Para la unidad h de la capa escondida conectada a la neuronan, esta
contribucién estara dada por:

}\’hn :_gxnomnp (8)

Una vez especificado el modelo, la estimacién consiste en escoger
los valores de las ponderaciones (coeficientes) y el umbral (constan-
te) para cada neurona (logit). Por la naturaleza no lineal de la ecua-
cion, la estimacién de las redes neuronales debe hacerse por algin
método de optimacién numérico. Muchos de ellos son, en esencia, mé-
todos de minimos cuadrados no lineales.

Uno de los métodos mas populares es el llamado de propagaciéon
hacia atras (back propagation o delta method), que consiste en par-
tir de coeficientes y umbrales iniciales (que pueden ser arbitrarios)
y calcular el error entre la salida estimada y el valor verdadero, y
usar este error para devolverlo por la red, ajustando los coeficientes
y umbrales de las neuronas de las capas por medio de un algoritmo
un poco ad hoc. Lo mismo se hace para la segunda observacién de la
muestra, luego para la tercera y asi sucesivamente, hasta completar
la muestra. Después se repite el proceso hasta lograr un juego de
coeficientes que minimicen la suma de errores al cuadrado. Existe



780 EL TRIMESTRE ECONOMICO

software especializado en el mercado para aplicar este algoritmo de
propagacién hacia atras.

Sin embargo, si el tamano de la red y la muestra lo permiten la
estimacién puede realizarse por medio del sofiware de minimos
cuadrados no lineales, disponible en la mayoria de los programas esta-
disticos. Casi todos los programas econométricos incorporan algunos
algoritmos de estimacién numérica adecuados para este propésito.
La estimacién requiere paciencia, ya que no siempre converge facil-
mente, pues depende de manera decisiva de los valores iniciales es-
cogidos.

La estimacién puede requerir un buen niimero de iteraciones, 100,
1000 o 5 000 son comunes, de manera que los criterios de parada del
algoritmo deben ajustarse apropiadamente o, en su defecto, debe
reiniciarse la iteracién.

5. Evaluacién

El objetivo principal de las redes neuronales no es el modelaje es-
tructural, ni siquiera la forma reducida, sino la prediccién, por lo
cual se puede tolerar algiin grado de redundancia o especificamente
multicolinealidad. La capacidad predictiva es mas importante en la
evaluacién que las pruebas t, los sobrecoeficientes individuales, que
con frecuencia no resultan todos significativos. El *, el error estandar,
la verosimilitud estimada y criterios como los de Akaike, Schwartz o
el de Hannan-Quinn sirven de guia, de manera simultanea a las
pruebas de significacién individual.

Es recomendable utilizar parte de la muestra para la validacién
cruzada; esto es, usar por ejemplo 75% de la muestra para estima-
cién y el resto para probar y evaluar la capacidad predictiva. Deben
calcularse medidas de prediccién, como la raiz del error cuadrado
medio o el error cuadrado medio absoluto. En lo referente a la esta-
bilidad del modelo puede estimarse omitiendo sucesivamente algu-
nos periodos finales de la muestra o agregando observaciones que
no hayan sido utilizadas antes en la estimacién.

El hecho de que la estimacién no converja no implica que sea im-
posible mejorarla. Comenzar con otros valores iniciales, al menos
en algunos coeficientes, puede mejorar la estimacién o bien validar-
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la. Asimismo el hecho de que la estimacién dé un buen ajuste en la
muestra no forzosamente garantiza un buen desempeiio predictivo.

II. METODOLOGTA Y DATOS

En diferentes mercados de valores de los paises estudiados, Reuter
y Bloomberg han sido la fuente del siguiente estudio. Los datos utili-
zados son los diversos indices de 27 paises del mundo incluyendo el
Standard & Poor 500 y el Dow Jones en los Estados Unidos. La fre-
cuencia es diaria desde enero de 1990 hasta finales del primer mes
de 2004. Los datos no encontrados (debido a dias feriados naciona-
les y religiosos) son remplazados por la observacion que la precede.
La eleccién de una periodicidad semanal se justifica para minimizar
los sesgos originados por el efecto dia de la semana (Lo y Mackinlay,
1987; LeBaron, 1993) y el efecto fin de semana (véase Zhang y Hu,
1998).

Dado que se necesita las rentabilidades semanales, éstas se calcu-
laron como la diferencia en logaritmo natural del valor de cada indi-
ce para cada semana consecutiva:

r,=Inl, —Inl, _;

en la que r, es la rentabilidad semanal e I, es el indice al final del dia.
Esta transformacion ha llegado a ser comtin en el anilisis financiero
ya que permite obtener una serie estacionaria; puede ser interpreta-
da como una rentabilidad y, ademas, se presenta como una variable
de mayor interés para los operadores financieros (Brooks, 1996).
No obstante, también se reconoce la posible ampliacién del ruido en
la serie (Soofi y Cao, 1999).

El cuadro 1 muestra los siguientes resultados estadisticos: desvia-
cion estandar, Skewness, curtosis y el Jarque-Bera con la probabili-
dad respectiva de que este tltimo exceda el valor observado con la
hipétesis nula. Un valor cercano a () permitiria rechazar la hipétesis
nula de que la serie analizada proviene de una distribucién de den-
sidad normal.

La primera conclusién es que los rendimientos muestran un alto
valor en la curtosis, excediendo en muchos casos valor de 3, lo que
sugiere que los rendimientos presentan leptocurtosis, una caracte-
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ristica propia de los rendimientos de precios de activos financieros. El
50% de los datos presenta un valor negativo en el indicador del ses-
2o, lo que revela que la distribucién tiene una larga cola hacia la iz-
quierda. Finalmente la prueba de normalidad Jarque-Bera indica
que no hay evidencia estadistica para aceptar el supuesto de norma-
lidad en los rendimientos.

El modelo de red neuronal adoptado en este articulo es del tipo
feedforward (de alimentacién hacia adelante) que considera una
capa oculta, la cual tiene la siguiente forma:

H J
y=¢o+ % ¢hg[z ahjij 9)
h=1 j=1

en la que y es el resultado del modelo. Existen J insumos o inputs que
alimentan la red, representados por x,. La funcién g(-)es conocida
como la funcién de activacién o transferencia en la capa oculta; aun-
que esta ecuacién de transferencia puede ser especificada de otras
maneras como lo mencionamos en la secciéon anterior, este estudio
escoge la forma funcional logistica representada por g(z)=1/(1 + e7%).
La red tiene H neuronas en la capa escondida con pesos o intensidad
de conexién definidos por el parametro @, . Todas las variables de
entradas ingresan como argumentos en estas neuronas y sus influen-
cias son medidas por los pesos de entrada, o.,;. Se han especificado
modelos univariados en los que las variables de entrada son los va-
lores rezagados de la variable dependiente. El resultado es el rendi-
miento semanal que se indicé lineas arriba.

Como el motivo principal de este estudio es encontrar regularida-
des en los diferentes indices accionarios, se ha empleado hasta cinco
rezagos con el propésito de observar si el comportamiento al incluir
variables rezagadas es el mismo en cada pais. Asimismo se ha asumi-
do que los rendimientos son procesos puramente lineales, los cuales
difieren de los modelos de Stock y Watson (1999), y los de Franses y
Van Dijk (2000), quienes incluyen componentes lineales.

El tratamiento de los datos merece una breve explicacién, ya que
al utilizar funciones logits el resultado de las rentabilidades espera-
das deberia encontrarse en el rango (—0, ©); sin embargo, para evi-
tar estos inconvenientes se han transformado las variables para
convertirlas en valores logisticos y de esta manera acotarlas.
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Con el fin de mostrar la superioridad de las RNA también se esti-
maron modelos lineales regresivos, tanto en sus variables como en
sus términos de errores, con la metodologia propuesta por Box-Jen-
kins. La evaluacién empirica de las predicciones obtenidas por las
RNA se hizo sobre una base extramuestral que partia del 30 de enero
hasta el 16 de julio de 2004. El desempeno relativo de los modelos
fue medido por el niimero de predicciones correctas del signo de va-
riacién de los diferentes indices, para lo cual se aplicé la prueba de
certeza direccional propuesto por Pesaran y Timmermann (1992) y
que se detallara a continuacion.

A lo largo del trabajo se hace predicciones puntuales de la varia-
cién semanal con frecuencia diaria que tendran los indices. Sin em-
bargo, para poder evaluar el rendimiento de las redes neuronales
en adelante se ha simplificado en s6lo medir la variacién que tendra
la rentabilidad, es decir, si va al alza o a la baja. La prueba estableci-
da por Pesaran y Timmermann confirma la exactitud de una pre-
diccién cuando el objetivo de analisis es la predicciéon correcta del
signo.

Sea x, = =) (y,/€2, ) el predictor de y, formado con respecto a la
informacién disponible ent —1,Q, | y supdéngase que hay n obser-
vaciones en (y, y x,). Esta prueba esta basada en la proporcién de
veces que la direccién del cambio de signo en y, es correctamente
predicha en la muestra y, ademas, no requiere informacién cuanti-
tativa de las variables si se usa s6lo informacién de los signos de y, y
x,. 51 los signos entre estas dos variables coinciden aumenta el poder
de la red, en caso contrario, aumenta el error de la prediccién. Se
introduce las variables indicadores y, =1 si y, > 0y 0 de otra manera.
Lo mismo aplica a la variable x,. Ademas, se define Z, =1 siy,x, >0
o 0 en caso contrario. )

Sea P,= Pr(y,,)y P.= Pr(x,_,) y expresemos P como la propor-
cién de veces que el signo de y, es predicho correctamente; luego

En el supuesto de que y, y x, sean independientemente distribuidas
(por ejemplo x, no tiene poder de prediccién en y, ), n P tiene una
distribucién blnomlal con media nPx, en la que
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Px=Pr(Z,=1)=P,P,+(1-P)1- P,) (10)

En el caso general, esta prueba no paramétrica puede basarse en
un estadistico estandarizado

P - P+

S, = _ —— ~NO. 1) (11)
War(P) —VarP+)}
en el que .
Var(P)=n"'Px(1 - Px)
y

Var(P¥)=n"'@P, - 1°P,(1-P,)+n' @P, -1)’P,1 - P,) +
+4n?P P, (1-P)1-P,)

El dltimo término en la expresion Var(P*)es insignificante asint6-
ticamente. Cabe senalar que no se debe confundir esta prueba con
la conocida de signo, que a menudo se usa para comprobarsi y, y x,
tienen la misma funcién de distribucién.

II1. REsuLTADOS

Los cuadros 2-6 presentan los resultados de las redes univariadas con
los diferentes rezagos de los 27 paises estudiados. Los modelos de-
terminados (especificacién 1) han usado en la capa oculta dos neu-
ronas, como aconseja la mayoria de la bibliografia del tema (Zekie,
1998; Trippi y De Sieno, 1992). Los valores rezagados parten de un
periodo hacia atras hasta el quinto y se utilizan los mismos modelos
con el fin de encontrar regularidades entre ellos.

Los valores muestran el modelo escogido por el criterio Akaike y
el r*. Analizando este Gltimo se observa que el mayor rendimiento lo
tiene Pera con 89.60%, seguido de Chile y Sri Lanka con 84.39 y
83.22% respectivamente. En el caso contrario los peores resultados
los obtuvieron Japén con 64%, Reino Unido, 65.06%. En los Esta-
dos Unidos su indice Dow Jones alcanzé 65.40%, superado un poco
por el Standard & Poor 500 con 66.27%. Sin embargo, todos entran
en un rango entre 64 y casi 90%, lo cual demuestra una buena rela-
cién utilizando las redes neuronales artificiales.

Asimismo, como se espera, el criterio Akaike nos muestra que los
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H J
CUADRO 2. Especificacion 1: y =¢ ,+ ¥ (I)hg( > Othjxjj, J=1
h=1 Jj=1

Alemania

@, 0.431493
O, 0.023919
o 3.095461
o —27.96824
@, 0.159527
Uy —0.912594
Oy 7.27013
R2 0.615376
AIC —7.756034
SIC —17.744185
Australia

@, 0.136047
o, 0.315685
ayp 7.265102
oy —40.2398
®, 0.238168
Oy -1.363991
Oy 5.570302
R2 0.651511
AIC —-9.015142
SIC -9.003293
Canada

@, 0.164261
O, 0.322713
o 0.068417
ap —6.511317
@, 0.328862
Uy 0.055175
oy 8.982382
R2 0.684081
AIC -8.807926
SIC —-8.796077
Corea del Sur

@, 0.425277
o, 0.159387
oy -0.125853
oy 5.214775
®, 0.007208
Ly —-11.64265
oy —-73.46735
R2 0.647423
AIC —7.173851

SIC —7.162000

(0.18544)
(0.181084)
(4.162706)
(74.71745)
(0.615125)
(4.845972)
(7.805824)

49.32644
49.14299
120.8068
348.3335
7.607414
34.42656
58.05807

(1156.893)
(1140.043)
(386.8345)
(6440.116)
(1189.245)
(151.9027)
(3557.108)

(0.039620)
(0.072238)
(0.197340)
(2.444943)
(0.008811)
(17.73654)
(123.5935)

Argentina
@,
@,

0.435446
0.084779
—-5.71469
10.86012
0.141552
—-0.182756
6.012766
0.701251
-6.299556
—6.287696

0.233223
0.016385
3.505654
-24.76127
6.249
-3.174009
0.933917
0.704425
—8.243346
—-8.231497

0.455
320.8541
—43.65957
289.5041
0.093539
-0.073387
9.86399
0.811328
-9.061579
—-9.04973

—-0.143977
2.371004
—0.991058
0.442023
0.002279
5.448346
-101.4759
0.636474
—7.215315
—17.203466

(0.027060)
(0.089212)
(7.071438)
(13.23832)
(0.096842)
(0.501841)
(3.482194)

(15.78977)
(0.263329)
(7.518606)
(120.1725)

(10996.7)
(1768.888)
(123.3108)

(0.010168)
(5.00E+08)
(1558586)
(5258.202)
(0.019166)
(0.0834)
(2.102166)

(9.082158)
(96.44804)
(36.38463)
(10.58518)
(0.003572)
(7.374494)
(162.6893)
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CUADRO 2 (continuacion)

Estados Unidos (Dow Jones) Estados Unidos (Standard & Poor 500)

@, -1.502364 NA @, 0.202228 (2.832347)
D, 2.157774 NA O, 0.00834 (0.004043)
o 2.557118 NA o -153.9419 (3221.866)
o 1.380428 NA ap —-1363.694 (28136.80)
D, 0.444391 NA o, 0.419454 (3.297515)
Ly —-186.5622 NA Ly 0.89652 (5.695015)
Oy —1287.553 NA Oy 2.285669 (12.54605)
R2 0.627172 R2 0.614339

AIC -8.52212 AIC -8.482595

SIC -8.510271 SIC —8.470746

Filipinas Francia

D, 0.109006 (4.252721) @, 0.194996 (1.676329)
D, 9.274933 (2315.379) O, 0.399903 (1.825122)
g -3.151051 (248.6912) o 1.169824 (3.931641)
oo 0.589387 (12.60061) o 2.776432 (6.985131)
@, 0.01024 (0.002185) ®, 0.004977 (0.001825)
Oy 613.6979 (3334.791) Uy -119.0734 (273.5502)
Oy —4020.357 (21841.86) Oy ~1276.082 (2928.353)
R2 0.725266 R2 0.620748

AIC —7.605929 AIC —~17.893549

SIC —7.594080 SIC —17.881700

Hong Kong India

D, 0.419887 (0.026307) @, —0.841032 (113.0329)
D, 0.046596 (0.706429) O, 3.33392 (347.8714)
oo —26.77002 (225.6916) oy —-0.396067 (33.63595)
o —~102.9299 (1040.668) ap 0.261533 (25.56793)
D, 0.132723 (0.037204) @, 2420.917 (2.65E+08)
Clag 0.430053 (0.155518) Clag ~18.7585 (109497.4)
Ly 6.565527 (1.762174) Oy -36.72773 (35.81923)
R2 0.65638 R2 0.680331

AIC —-7.561731 AIC —-7.334977

SIC —7.549882 SIC -7.323128

Japon Malasia

@, 0.169752 (155.8349) o, 0.19994 (0.366471)
D, 0.3887 (50.41744) o, 0.453823 (0.431931)
g —0.033377 (169.0611) aqp 0.669425 (0.806087)
o —-3.225923 (3137.323) an 2.149064 (1.506902)
D, 0.293433 (238.0747) @, 0.007475 (0.001554)
Ly —-0.105524 (28.30506) Ly -67.13937 (112.4797)
oy 7.044616 (998.3393) Oloy —602.6608 (1016.362)
R2 0.605791 R2 0.696633

AIC —-7.751256 AIC -7.619251

SIC —7.739407 SIC —~7.607392
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CUADRO 2 (continuacion)
México Nueva Zelanda
@, 0.446153 (0.032339) D, 0.166926 NA
@, 19.11477 (264508.4) @, 0.332616 NA
o —-15.00732 (13654.97) g 0.002884 NA
an -37.49521 (173.7918) o 1.217811 NA
D, 0.10529 (0.045323) D, 0.332616 NA
yg 0.053383 (0.360819) Oy 0.002884 NA
Olgy 8.269585 (3.335851) Oy 1.217811 NA
R2 0.692876 R2 0.656532
AIC —17.552722 AIC —8.640228
SIC —-7.540873 SIC -8.628376
Pakistan Perta
@, -1.462815 (4278.695) D, —-0.195326 (69.86726)
@, 15.77772 (257912.9) @, 0.66745 (339.9073)
o —3.150449 (18551.03) oo 0.723015 (1847.913)
ap -1.910623 (2901.916) o —1.049469 (4664.678)
D, 1.835975 (4429.555) D, 0.702164 (1581.882)
Loy 0.925933 (458.8038) Oy —-0.617163 (47.82732)
Oy 3.781518 (1374.784) Ogy 2.34943 (912.3075)
R2 0.719852 R2 0.866381
AIC —~7.65739 AIC —~7.589893
SIC —7.645541 SIC —7.578044
Reino Unido Singapur
D, 0.248317 (4.288280) D, 0.364937 (0.047772)
O, 1.530680 (1.337472) D, 0.021039 (0.005511)
o -1.700109 (8.192140) oo 142.1045 (762898.9)
oy 0.992038 (3.053717) oy —699.377 (3515321)
D, 0.015302 (0.004102) D, 0.227264 (0.096591)
oy 2.854056 (3.501921) oy 0.007592 (0.157125)
Oy —2.674282 (3.329054) Olay 3.754665 (1.626016)
R2 0.613199 R2 0.700848
AIC —-8.436031 AIC —-7.969314
SIC —-8.424182 SIC —~7.957465
Sri Lanka Suecia
@, —0.762892 (30.52464) D, ~1.871043 (317.8410)
o, 1.655561 (33.19355) D, 2.561833 (319.6375)
ayp 1.168437 (17.37547) oo 2.520519 (124.6247)
oy 0.766957 (8.374658) o 1.19518 (22.33347)
D, 0.010829 (0.003175) D, 0.013444 (0.021230)
Clag -12.50178 (5.634389) Clag —7.221488 (6.015945)
Oy —-121.9748 (58.96397) Olgy —59.25842 (64.42331)
R2 0.798376 R2 0.674248
AIC -8.338433 AIC —~7.980406
SIC -8.326584 SIC —~7.968557
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CUADRO 2 (conclusién)

Suiza Tailandia

D, 0.187947 (24.22198) D, -0.21669 (479.8987)
@, 91.97752 (2607756) D, 0.744385 (516.9758)
Olyg —11.58332 (28284.44) Oy 0.419581 (145.9118)
oy —-19.58426 (328.7698) oy 3.046738 (376.8786)
(OB 0.373589 (24.51447) D, 3.500565 (18249.07)
Ly 1.610349 (71.89915) Qoo —2.491889 (6217.280)
Olgy 4.291252 (57.81252) Ogy —1.324409 (1115.609)
R? 0.642688 R? 0.709784

AIC —8.194332 AIC —7.340632

SIC —8.182481 SIC —-7.328783

Taiwéan Venezuela

D, 0.12726 (116.3743) (ON 0.195497 (1.747877)
[ON 0.274838 (115.8576) D, 0.403221 (1.916365)
o 2.595045 (396.5610) 0y 1.128562 (4.037578)
oy —5.112943 (963.4066) oy 2.692275 (7.296474)
(OB 0.332287 (72.26049) D, 0.004861 (0.001840)
Qg —-0.608851 (130.0800) Qg —118.4528 (271.4539)
Oy, 3.991002 (28.49665) Oy ~1270.479 (2911.952)
R? 0.672677 R? 0.619604

AIC —-7.185031 AIC —-7.871739

SIC —7.173182 SIC —7.859595

. . H J
CUADRO 3. Especificacion 1: y = ¢, + th b g( ‘21a hj xj), J=2
Z j=

Alemania Argentina

@, 0.465266 (0.003706) @, ~0.325377 (3.652735)
D, 0.065168 (0.006386) D, 0.708017 (3.648302)
o 0.140397 (0.075316) 0y 0.357725 (0.101037)
oy 14.89706 (1.647068)  ay, 2.35611 (4.251446)
Oy —2.559877 (0.405569) Oy -4.906322 (4.193978)
(OB 0.010429 (0.002025) D, 0.996155 (3.653914)
Oy ~25.39976 (48.21273) 0y -0.361383 (0.103670)
Oy ~217.2792 (406.8976) oy, ~0.62961 (3.350535)
Loy 299.906 (554.3125) Oloy 3.268929 (3.057329)
R2 0.625734 R2 0.71262

AlIC —17.782051 AIC —-6.33847

SIC —-7.766813 SIC —-6.32322
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CUADRO 3 (continuacion)

Australia Austria

D, 0.477115 (0.002895) D, —4.517222 (150.4222)
D, 0.045023 (0.005705) D, 18.51794 (1910.241)
oo 0.025976 (0.092100) oy ~1.915592 (132.5355)
oy 22.15601 (3.062124) oy, 1.067753 (39.84396)
Oy —-4.958417 (0.794049) Olyy —2.177848 (84.95245)
D, 0.000286 (0.000167) (OB 4.025601 (174.1604)
Oy —1.044286 (5.154354) Oy 0.645103 (5.195521)
Oy 542.0728 (1803.558) oy ~2.158156 (9.798735)
Oloy 1507.887 (5004.945) Olyy 4.919465 (32.37374)
R2 0.664335 R2 0.730017

AIC -9.051269 AIC -8.332912

SIC -9.036031 SIC -8.317674

Canada Chile

(O 0.16734 (5.339744) D, -1.81087 (379.2239)
@, 0.993587 (10.36022) @, 11.17793 (7827.879)
o ~2.704165 (7181861)  ay ~2.368877 (873.7699)
o 13.62874 (43.46293) oy, —~3.832132 (570.0571)
oy -3.93937 (14.14039) o, 2.090899 (304.4530)
D, 0.294218 (5.366778) D, 2.048354 (406.4183)
Oy 2.432911 (2.527024) Oy 0.668582 (34.33020)
0oy —24.28856 (72.00669) Olyy 8.017755 (239.3908)
Olgy 7.761738 2917771) oy ~1.211487 (112.6829)
R2 0.700632 R2 0.842473

AIC -8.860743 AIC -9.223008

SIC —8.845505 SIC -9.20777

Corea del Sur Espaiia

(ON 0.441297 (0.011948) D, 0.129982 (0.200697)
D, 0.059756 (0.029175) D, 0.377298 (0.213211)
ayo —-0.40293 (0.139064) (3T 0.936241 (0.401703)
oy 4.759735 (2.223208) a1 3.284022 (1.476963)
oy 6.005275 2.776140) oy —~2.345476 (0.963593)
@, 0.067366 (0.030176) @, 0.16547 (0.137193)
Olag 0.054418 (0.184896) 0y 0.401697 (0.532307)
Oy 10.62686 (3.716899) oy, ~0.451301 (2.844435)
Oy —7.754644 (4.382884) oLy 3.451672 (2.305130)
R? 0.659689 R2 0.646303

AIC —7.208006 AIC —7.241405

SIC -7.192765 SIC —7.226168
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CUADRO 3 (continuacion)

Estados Unidos (Dow Jones)

Estados Unidos (Standard &Poor 500)

D, -0.209706 (50.81379) D, 0.170584 (30.46088)
D, 0.682394 (50.81475) D, 0.385252 (30.45772)
O —0.082946 (0.597650) 0o -1.052615 (5.181675)
01 8.164243 (70.68360) o7 21.06861 (133.7057)
0 —18.79429 (64.44015) Oy —5.753637 (53.72489)
(OB 0.740666 (50.81341) D, 0.301079 (30.47255)
Qo 0.066928 (0.558118) CLag 1.172913 (5.712837)
Oy —6.235509 (67.27336) Olgg —24.38914 (166.3955)
Oy 17.0579 (59.88513) gy 7.130444 (71.04600)
R? 0.633252 R? 0.621313

AIC —8.537489 AIC —-8.500101

SIC —-8.522251 SIC —8.484863

Filipinas Francia

D, 0.434351 (0.009125) D, —-0.211592 (69.52242)
D, 0.110938 (0.014066) (OX 0.631938 (69.52328)
0 0.013981 (0.072930) 0o —0.209384 (1.341297)
o 5478723 (1.392859) o, ~16.4029 (8.498716)
Oy 2.801841 (1.257790) Os 13.95335 (50.75937)
D, 0.022093 (0.003334) D, 0.744407 (69.52208)
Oy —-0.230537 (0.134008) Oy 0.183274 (1.216351)
0oy 27.38171 (6.425781) Oy 16.25187 (7.137460)
Olyy —-31.12922 (6.963955) Clogy —-12.95369 (46.98376)
R? 0.746879 R? 0.630085

AIC —7.686509 AIC —-7.917123

SIC -7.671271 SIC -7.901886

Hong Kong India

D, —3.984912 (780.7745) (ON -1.361411 (278.1491)
(O} 4.4174 (782.2838) (0N 1.209383 (46.86390)
oo 1.601262 (46.16418) oy ~10.47462 (34.67153)
o1 5.158934 (83.66606) o —33.98342 (26.28760)
09 —2.406633 (30.99823) Os —0.094499 (2.487501)
O, 122.6213 (3426410) D, 4.47594 (801.5054)
Oy -5.0143 (2938.691) Oy —-0.339704 (50.84550)
Olgg —3.645455 (130.1234) Clgg 0.22826 (38.92061)
Qs 1.784581 (58.01497) Olos —-0.041411 (7.061831)
R? 0.666087 R? 0.69091

AIC —7.589022 AIC -17.367331

SIC —17.573785 SIC —17.352093
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CUADRO 3 (continuacion)
Japon Malasia
D, 0.258526 (1.688358) D, 0.082227 (2.681654)
D, 0.024175 (0.024666) D, 0.499507 (2.658035)
oo ~105.3864 (81587.38) oy 0.45626 (1.871931)
oy ~393.8228 (B17171.8) oy, 5.962999 (4.689496)
Oy —473.0502 (365449.8) Olyy —2.569521 (0.964533)
D, 0.492301 (3.449324) (OB 2.345925 (68.84708)
Olgg ~0.038682 (0.575424) 0y ~2.993275 (37.75288)
Olgy 1.764973 (12.38832) gy —-3.988576 (7.360753)
Oloy —0.224709 (1.579450) Olyy 2.156774 (3.315172)
R2 0.611996 R2 0.718038
AIC -7.76600 AlC -7.691202
SIC -17.75076 SIC —7.675950
México Nueva Zelanda
(O -3.241987 (1461.746) D, —1.305587 (248.2503)
(OR 102.7031 (685858.3) (O} 2.247338 (265.1118)
Oy —4.874672 (7016.045) Oy 1.345194 (102.9396)
o ~2.730787 (258.5433) oy, ~0.064284 (3.708646)
Oy 0.359951 (38.32134) oy 0.652068 (37.61078)
@, 3.688807 (1465.495) @, 0.043579 (0.021856)
Olgg 1.40805 (106.4894) 0y 0.088456 (0.099376)
0oy 4.081447 (174.5631) Olyy 25.94052 (7.435641)
Oy ~0.5769 (30.34553) Oy ~27.88326 (7.460858)
R2 0.707923 R2 0.673662
AIC -7.601839 AIC -8.690313
SIC —7.586601 SIC -8.675071
Pakistdn Pera
(ON -4.391369 (905.1901) D, 0.392035 (0.014405)
D, 4.788839 (907.9159) D, 0.007841 (0.001511)
ayo 1.4968 (48.34557) (3T —125.6081 (278.6997)
oy 2.61763 (61.42676) oy, ~1603.564 (3545.172)
s 0.989905 (8.731886) oy 1482.464 (3288.710)
O, 137.023 (440036.4) D, 0.340265 (0.038764)
Olag ~4.934512 (3366.768) 0y ~0.763969 (0.048925)
Oy ~1.663897 (8241112) oy 4.359806 (0.524417)
Oy ~0.766758 (27.16828) oLy ~1.514923 (0.189249)
R? 0.728575 R2 0.892627
AIC -7.687707 AlC -7.807211
SIC -7.67247 SIC -7.791973
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CUADRO 3 (continuacion)

Reino Unido Singapur
@, 0.129339 (1.8408150) @, 0.126465 (32.36534)
D, 0.014277 (0.0052710) D, 0.291022 (32.26004)
Olyg 1.80169 (1.1144790) Oy 2.620479 (110.9646)
oy ~1.953217 (1.2759140) oy, ~7.767781 (383.6308)
Oy 3.486922 (3.1584830) Oy 1.780283 (88.00608)
(OB 1.652951 (3.8299960) D, 0.303911 (20.88125)
QLgg -3.814938 (2.3153740) Qoo -0.677678 (39.83073)
Ol9 0.653481 (6.6371900) Olgy 6.081153 (9.379181)
Loy —0.106158 (1.0782380) Ooy —1.394533 (2.205447)
R2 0.621512 R2 0.715961
AlC —8.456639 AIC -8.020022
SIC -8.441401 SIC —-8.004784
Sri Lanka Suecia
@, ~0.680511 23.58531) @, 0.418765 (0.036540)
@, 0.025646 (0.007428) @, 0.065228 (0.038709)
oy ~7.96544 (2.307238) oy ~0.270605 (0.161554)
o ~80.52148 (27.63033) oy, 13.62409 (5.000829)
Oy 30.75415 (12.37850) oy ~17.56822 (4.045519)
D, 1.519076 (25.26904) D, 0.114442 (0.037771)
Qg 1.249313 (15.00658) Qg —-0.150252 (0.105489)
Olgy 1.209128 (10.05167) Ogy 1.443435 (3.000158)
oy —-0.368859 (3.065996) Qoo 7.833114 (2.386118)
R? 0.825529 R? 0.690477
AIC -8.481716 AIC -8.030786
SIC —8.466478 SIC —-8.015548
Suiza Tailandia
@, ~0.767813 (563.9725) @, 2003277 (4.1736440)
D, 1.298911 (563.9727) D, 2.469597 (4.1736460)
Oy 0.589608 (6.013627) oy ~0.080855 (0.4918450)
o 21.04417 (90.21719) oy 4.213160 (4.6116960)
oy ~13.50949 (147.5162) oy ~9.447749 (3.0973570)
O, 1.23396 (563.9746) D, 2.541467 (4.1736440)
Olag ~0.617514 (6.425466) 0Ly 0.075011 (0.4907340)
oy —21.46591 (97.93760) Oy —-3.668532 (4.4650620)
o9 14.19008 (155.8614) Oy 9.082486 (2.9922720)
R2 0.654431 R? 0.727174
AlC -8.226405 AlIC —-7.401092
SIC -8.211164 SIC —17.385855
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CUADRO 3 (conclusion)

Taiwdn Venezuela
(ON —-9.586816 (9.436,312) D, —-0.183628 (60.96562)
(OR 1.916273 (6,435,223) D, 0.715552 (60.96528)
Oy -0.710213 (3,883,167) Oy 0.171094 (1.165799)
oy —1.004701 (5,076,850) o 16.24912 (4.335365)
(o3P 0.580436 (2,901,019) (o3P —12.98944 (42.45231)
(O 6.696642 (2,346,651) D, 0.655537 (60.96643)
020 0.254310 (1,536,775) 0Oy ~0.198511 (1.285054)
Oy 2.734379 (1,662,780) Oy -16.34119 (5.327890)
Oyo —-1.520198 (8,383,053) [oFY) 13.97942 (45.87823)
R2 0.681304 R2 0.628952
AIC —7.210455 AIC —7.895512
SIC —7.195217 SIC —7.879895
H J
CUADRO 4. Especificacion 1: y =, + hzl (I)hg(]zlothjxjj, J=3

Alemania Argentina
D, 0.451998 (49.70405) D, 0.294940 (1.598558)
D, 0.068938 (8.622751) D, 0.135534 (0.298240)
oo 0.055408 (0.708639) o ~1.140.907 (~0.79186)
oy 14.69758 (8.969475) oy, 4.728.623 (0.557553)
Oy ~4.879963 (-2.491995) ~7.305.773  (~0.524203)
O3 2.689917 (1.355039) O3 2.501.076 (0.466393)

9 0.017194 (1.740382) D, 0.421119 (1.831909)
Qoo 1.090186 (2.556117) Oy -0.368566 (-1.265149)
0.9y -6.355339 (-1.294758) Olyy 1.206.010 (0.430151)
Oy 24.48462 (2.516087) 0Ly 1.465.952 (0.385615)
Olog ~24.91376 (-2.768929) Oy ~0.751013  (=0.558708)
R? 0.630663 R2 0.712626
AIC -7.793964 AlC —-6.339685
SIC -7.775336 SIC —-6.321040
Australia Austria
(ON 0.478357 (136.3125) D, —4.16463 (—0.020543)
D, 0.046255 (7.075142) D, 3.819814 (0.016840)
Oy 0.060623 (0.667342) alyp 0.698014 (0.091040)
oy 21.35132 (6.613901) g -1.708811 (=0.179205)
(o3P —-1.941805 (-3.283165) (o3P 4.255533 (0.108607)
O3 ~2.517726 (-4.577063) Oy 0.576137 (0.127315)
D, -0.00212 (=3.207731) (OB 18.12778 (0.006967)
Oy 120.5224 (0.355143) oy ~2.024853 (~0.010965)
gy 949.4681 (0.352934) gy 0.907661 (0.021893)
0oy —-1813.423 (-0.350374) Olyy -1.941921 (=0.020519)
Oy 3240.673 (0.354346) Oy ~0.273339  (=0.020701)
R2 0.670476 R2 0.733161
AIC -9.068417 AIC —-8.344104
SIC -9.049789 SIC -8.325476
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Canada Chile
@, ~0.755156 (-0.003940) @, ~0.494347 (~0.002082)
@, 1.25055 (0.006524) ) 0.964569 (0.004063)
O 0.144203 (0.252025) oy ~0.011332 (~0.004825)
oy 14.67132 (0.190787) oy —-15.92026 (—0.890946)
Olys -12.12971 (—=0.657987) (o3P —8.154046 (=0.077608)
oy ~11.4952 (-0.610874) iy 17.58853 (0.126869)
@, 1.265672 (0.006603) @, 1.033653 (0.004354)
Olag ~0.151768 (~0.258255)  diy ~0.00782 (—0.00354)
Olgp -13.66668 (-0.179312) Olgp 16.06524 (0.924837)
oy 11.89125 (0.644747) Qoo 7.302934 (0.074732)
Oy 11.25042 (0.597834) Oy ~16.46363 (~0.12753)
R2 0.707713 R2 0.841406
AlC —8.883345 AlIC —-9.232559
SIC -8.864717 SIC -9.213931
Corea del Sur Espana
D, —5.776341 (=0.00268) (O 0.140308 (0.634433)
D, 0.117858 (2.493641) D, 0.363779 (1.554462)
oo ~0.304918 (-4.353513)  ayq 0.920663 (2.752789)
oy 3.933423 (1.936372) oy 3.054225 (2.336013)
Olo 7.658117 (3.847311) Olyo -0.678093 (—1.064329)
O3 -3.953534 (=2.777807) O3 -1.655019 (—2.334777)
o, 6.321709 (0.002933) @, 0.17226 (1.111195)
Ly 4.177651 (0.012251) Qoo 0.31743 (0.548338)
gy 1.292975 (0.095894) 09y 0.040801 (0.017456)
Qoo —2.345446 (=0.09527) Qoo 0.84381 (0.699610)
Olos 0.784103 (0.094833) 0y 2.224807 (~1.804846)
R2 0.666403 R2 0.657172
AlC —7.226593 AlIC -7.271293
SIC -7.207961 SIC —7.252665
Estados Unidos (Dow Jones) Estados Unidos (Standard & Poor 500)
D, -0.929861 (-=0.003253) D, -4.323149 (—=0.002668)
0, 0.00075 (2.521090) D, —0.003555 (—4.673776)
(o3 -63.99173 (-0.303263) Oyg 163.4843 (0.334940)
o ~1143.491 (-0.300644) ~159.6461 (~0.199502)
Oy -1020.267 (-0.30759) (o3P 1142.039 (0.330860)
Oys —411.7354 (-0.28051) o5 1677.241 (0.341606)
O, 2.573062 (0.005491) 2 5.850176 (0.003456)
Qg 0.223849 (0.005583) 0o 1.551095 (0.005863)
(o % 0.349681 (0.005628) 09y 0.256094 (0.008518)
Loy 2.04E-05 (0.002151) Ooy 0.005359 (0.008518)
Olgg —0.053675 (—=0.005628) Olgg —0.045984 (—=0.008518)
R2 0.638336 R2 0.632829
AIC —8.550202 AlIC —-8.529879
SIC -8.531573 SIC -8.51125
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Filipinas
@0

1
Q19

Oa3
R2

AIC
SIC

Hong Kong
@0

D,

(2311}

(2301

Oz

0.429171
0.042778
—0.163392
16.35381
-9.285848
—11.74596
0.103259
—-0.018112
4.494385
1.804001
3.586187
0.750159
—7.698218
-7.67959

0.139054
0.22126
0.082621
8.727634
1.879878
—6.143944
0.492638
-0.002513
-1.872909
0.975798
2.455778
0.670972
—7.602406
-17.583777

0.460221
331.029
-57.109
-135.172
—-200.6632
—46.57752

0.084001
-0.112103

10.60766
—-0.491175
-1.057884

0.615355
-7.773373
—7.754744

(35.97611)
(3.238795)
(-1.764813)
(5.030828)
(~3.058522)
(~4.542408)
(7.513766)
(~0.279017)
(2.813374)
(1.515451)
(3.141385)

(0.164179)
(0.507631)
(0.773100)
(1.417422)
(1.078022)
(-1.528293)
(0.302182)
(=0.005074)
(~0.228612)
(~0.244716)
(0.245332)

(49.87548)

(5.36E-08)
(~3.06E-06)
(~0.003915)
(~0.001737)
(=0.001247)

(4.556235)
(-1.059993)

(4.267574)
(-1.668591)
(-3.301115)

Francia

(ON 0.433546
(oN 0.023268
1o 39.69669
oy —184.5974
Ly 418.2737
o3 —383.6225
CD2 0.084649
g 0.046535
oy 10.84838
Olggy -0.209438
Olog -1.832608
R2 0.64303
AlIC —7.951399
SIC -7.932771
India

(O 0.401638
(O} 0.031881
Qg -86.85904
oy —459.5846
o ~28.60707
o3 -23.65418
@, 0.250301
Ol —0.433992
Ly 4.007756
Qs ~0.274483
s ~0.479882
R2 0.695743
AlIC —7.381796
SIC -7.363168
Malasia

@, 0.415243
(I)l 0.023124
oy 96.62645
oy —572.7517
09 387.5607
o3 -370.3519
O, 0.201702
Qg —0.824885
oy 6.393924
oy —1.000206
s ~0.674494
R? 0.733066
AlIC —7.744713

SIC —7.726068

(23.79022)
(1.429846)
(0.547206)
(~0.514415)
(0.515361)
(=0.530209)
(5.801165)
(0.477845)
(5.445425)
(=0.765042)
(—4.678203)

(13.26950)

(4.999166)
(~0.462752)
(~0.458085)
(=0.130236)
(~0.287349)

(3.448122)
(~3.657673)

(3.351452)
(-2.191514)
(-2.977176)

(74.84178)
(10.26795)
(2.38E-05)

(-2.82E-05)
(2.87E-05)

(-2.13E-05)
(12.92934)

(~10.78944)
(12.16016)

(-6.138163)

(~5.812829)
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México Nueva Zelanda
D, 0.43917 (46.04727) (O —0.650024 (-0.00268)
@, 0.033503 (3.535965) @, 1.153902 (0.004758)
oy ~0.025818 (-0.308855) a1y 0.005957 (0.017395)
oy 23.69048 (5.374952) oy, 14.11726 (0.180322)
Olys —23.27862 (=5.119203) (o3P —6.45723 (—-1.278694)
Os ~7.964327 (-2.699593)  ay ~13.47127 (~2.096029)
@, 0.088774 (8.134782) @, 1.144386 (0.004719)
Qoo 0.008384 (0.133996) Oy -0.002755 (—=0.007942)
Olgp 3.846881 (2.231097) Olgp -13.37574 (—=0.170936)
Olgy 6.468407 (3.938306) Oy 6.49477 (1.280906)
Qo3 1.599168 (1.532519) Olg3 13.4174 (2.293508)
R2 0.716361 R2 0.685767
AIC —7.629898 AIC -8.726854
SIC —-7.61127 SIC —8.708222
Pakistan Perta
D, —6.741315 (-0.004782) (O 0.390188 (23.59982)
D, 5.598597 (0.003104) D, 0.278472 (3.046584)
O 0.556538 (0.018093) oy ~0.783576 (~10.45411)
o 1.926232 (0.016223) oy, 317321 (3.208085)
Oy 1.986535 (0.020952) oy ~1.66665 (~2.476876)
O3 —1.424442 (—=0.019884) O3 1.621815 (1.130867)
@, 21.93388 (0.001578) @, 0.07401 (0.858773)
Ly —1.600532 (=0.001921) Qoo —-0.823977 (—4.418196)
Oy ~0.732372 (—0.002774) 8.17322 (2.203031)
Qoo —0.84146 (—=0.002894) Qoo -0.051072 (=0.019115)
Olos 0.591728 (0.002873) Oy ~6.832927 (~1.358499)
R2 0.732084 R? 0.892855
AlIC —7.699407 AIC —7.808008
SIC —7.680778 SIC —17.78938
Reino Unido Singapur
(DO 0.357207 (0.442280) @0 1.011634 (0.023612)
(Dl 0.09329 (0.197907) CDl 1.164176 (0.014649)
(o3 3.331217 (2.697323) Oyg 0.22705 (0.489272)
oy ~2.679003 (-0.891081) 3.492131 (0.072931)
Oy 7.687084 (0.354319) (o3P 1.317241 (0.314810)
O3 —-1.320614 (=0.103901) O3 —1.520295 (-0.135935)
O, 2.037399 (0.001402) D, —2.011841 (—0.087342)
Qg -5.952710 (—=0.008333) 0o 0.307481 (0.023227)
(o % 5.957029 (0.446163) 09y 1.513889 (0.015517)
gy ~0.553192 (-0.37082) 0Ly 0.817477 (0.018589)
Olgg —-0.661719 (-0.457318) Olgg -0.818183 (-0.017382)
R2 0.631628 R2 0.720231
AIC —8.482478 AIC -8.033907
SIC -8.463850 SIC -8.015278
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Sri Lanka Suecia

D, —0.405978 (-0.036224) D, 0.420467 (12.77323)
D, 0.025071 (3.531384) D, 0.109413 (3.245557)
ayo —-8.176184 (-3.258008) Oy —0.147473 (-1.518668)
oy ~82.8046 (-2.810353) 1.395209 (0.487470)
Oy 18.99173 (2.318190) oy 5.557707 (2.505520)
O3 9.585385 (1.839838) O3 3.452803 (1.879113)
D, 1.174645 (0.097662) (OB 0.065496 (1.891865)
Oy 1.21603 (0.130488) Oy —-0.244134 (-1.893224)
Qg 1.508672 (0.193039) gy 13.48901 (3.112367)
Olay ~0.350127 (=0.193071) iy ~11.15941 (~2.91789)
Oy ~0.099615 (-0.192709)  ayy ~7.85223 (~2.708744)
R? 0.826717 R2 0.695784

AIC —8.48719 AlIC —8.047026

SIC -8.468561 SIC —8.028398

Suiza Tailandia

@, 0.306044 0.237751) @, ~1.401915 (=0.00906)
(Dl 0.221795 (0.172305) (Dl 1.870960 (0.012092)
00 0.058049 0.231754) oy ~0.076090 (—0.298294)
oy 15.9064 (6.365389) (o3%] 4.138126 (0.145920)
Oy ~12.49466 (—0.834917) ~7.932876 (—0.606798)
O3 7.488049 (0.618991) O3 —-2.152714 (-0.321318)
(O 0.158687 (0.123282) O, 1.936285 (0.012514)
020 0.017671 (0.054656) Oy 0.070012 (0.275755)
0.9y -16.26727 (—4.808415) Olyy -3.454408 (—=0.126639)
Oloy 17.44742 (0.873705) Olyy 7.618480 (0.598429)
Olys ~11.60351 (-0.683293) iy 1.998481 (0.325285)
R2 0.662165 R2 0.733677

AIC -8.247675 AIC —7.423882

SIC —8.229042 SIC —7.405254

Taiwan Venezuela

(ON —6.770154 (—0.019086) D, —15.08293 (—=0.002539)
D, 4.917455 (0.006594) D, 0.133968 (1.653157)
Oy 0.266238 (0.039637) Oy —0.117802 (—=0.624058)
oy 3.060514 (0.037553) oy, 9.883723 (3.714080)
0o ~1.526454 (-0.044664) iy ~4.342639 (~1.347129)
O3 ~0.429923 (-0.034885) oy 2.877385 (0.798399)
D, 1.365241 (0.007347) D, 15.54966 (0.002617)
Oy -0.714531 (-0.004418) Oy 6.263166 (0.016365)
Oy ~1.146319 (-0.00475) oy ~3.386317 (~0.593508)
Ol 0.611417 (0.004849) 0y 4.697769 (0.593032)
Qo3 0.156245 (0.004700) Oly3 —4.525939 (—=0.591405)
R2 0.692658 R2 0.640497

AIC —17.245467 AIC —-7.925825

SIC —7.226838 SIC —7.906732
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Alemania Argentina
D, 0.451638 (31.01263) D, -5.390051 (-0.013615)
@, 0.018686 (L111722) @, 0.033321 (1.397573)
oy 0.808556 (1.718865) oy ~2.377253 (~0.111582)
oy ~5.990932 (-0.752609) 2117889 (0.000458)
Oy 26.59972 (1.895889) Oy —4.855808 (—=0.000073)
O3 —18.21147 (-1.602088) O3 —2.471222 (—0.000629)
o, ~8.392086 (-1.079541) oy, 5.747632 (0.008184)
@, 0.067515 (4.678450) @, 7.382146 (0.017594)
Ly 0.120798 (0.972111) Qoo 1.373485 (0.026758)
gy 14.82467 (5.072505) 09y 0.197029 (0.038085)
Oy ~6.270477 (-1.569669) Ly 0025392 (~0.038087)
Qo3 3.948397 (1.269146) Olg3 0.020924 (0.038089)
Olgy —0.244098 (—=0.108803) Olgy -0.037669 (-0.038079)
R2 0.637966 R2 0.719628
AIC —17.812654 AIC —6.365744
SIC —-7.790633 SIC —6.343704
Australia Austria
D, 0.450926 (30.73277) D, —4.308697 (—-0.030982)
D, 0.068531 (3.637829) D, 20.80711 (0.009472)
oy ~0.184457 (-1.084128) oy, —~2.203637 (~0.016599)
oy 14.30947 (3.685242) (o381 0.816448 (0.03688)
oy ~1.820604 (-2.564836) oy ~1.956054 (~0.034137)
o 0.647952 (1.538725) a3 ~0.151868 (~0.032527)
Oy —-2.519006 (-3.422007) Olyy —-0.175266 (—=0.036094)
O, 0.01804 (1.567745) (O 4.011862 (0.026259)
. 7.071638 (2.504757) oLy 0.767552 (0.150596)
dy ~115.08 (-1.585958) Oy ~1.471991 (~0.340247)
Oy 137.0069 (1.623898)  ay 4167228 (0.177889)
Oys 5617846 (-2.201287) oy 0.346242 (0.143816)
oy ~7.757865 (—0.189048) Ly, 0.330411 (0.256065)
R2 0.681534 R2 0.740399
AIC -9.101184 AIC -8.372168
SIC -9.079164 SIC -8.350148
Canada Chile
@, ~0.915855 (-0.003414) @, ~1.006651 (~0.001253)
CDI 1.41345 (0.005268) CDI 1.545843 (0.001924)
oy 0.079127 (0126178)  ay, 0.00442 (0.001336)
oy 12.73643 (0.165171) oy, 16.41322 (0.841556)
Olyo —10.43841 (-0.632138) (o3P 7.507009 (0.049585)
o ~6.734821 (-2.128074) oy ~17.63811 (~0.078694)
Oy —7.916357 (-0.416491) Oy 0.686379 (0.028748)
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D, 1.423432 (0.005305) D, 1.476712 (0.0018338)
Oy —-0.085767 (-0.135223) QLgg -0.017107 (—0.004972)
Olgy —-11.92363 (-0.155499) 09 -16.34074 (—0.828444)
Oloy 10.26828 (0.632231) oy —8.089488 (—=0.05101)
Oyg 6.731641 (2.131958) o3 18.49872 (0.079169)
Oy 7716777 (0.405368) 0y, ~0.775222 (—0.032684)
R2 0.719517 R2 0.842473

AIC -8.923699 AIC -9.238089

SIC -8.901679 SIC -9.216069

Corea del Sur Espaiia

D, 0.44068 (40.40162) D, 0.231626 (4.625214)
(O} 0.058664 (3.405664) (O} 0.260974 (3.287286)
Oy —0.341828 (—3.723557) Olyg 1.369836 (1.303171)
(o3%} 2.476173 (1.243920) o 3.13873 (2.309009)
0y 7.251624 (3.013486) oy ~0.116507 (~0.306168)
Os 8.338198 (3.300427) o, 0.016148 (0.045071)
Olyy -10.75574 (—4.897621) Oy —2.075308 (-3.340356)
D, 0.069823 (4.295278) D, 0.109767 (2.111191)
Oy —0.008815 (—0.069626) Qg 0.20471 (0.389104)
0.9y 11.55613 (4.644502) Olay 3.310804 (0.985567)
Oy —~6.485684 (-2.550166) Oy ~0.277504 (—0.476726)
Oy ~6.406302 (-2519528) gy ~0.16655 (-0.259151)
Olgy 6.066965 (2.468622) Oloy 2.187124 (0.634564)
R2 0.675587 R2 0.675901

AIC -7.253363 AIC -7.326149

SIC —7.231338 SIC -7.304129

Estados Unidos (Dow Jones) Estados Unidos (Standard & Poor 500)
D, 0.424819 (9.319958) D, —0.446403 (—=0.000837)
@, 0.056564 (1.207680) @, 0.910622 (0.001707)
Oy 0.470876 (2.052275) Qg —0.484196 (—=0.069369)
o 17.11568 2586177) oy, ~13.55462 (=0.690527)
Oy —21.94985 (-3.445032) Oy 3.104296 (0.043104)
O3 -1.211368 (—=0.247011) O3 —-10.73872 (—0.042383)
Olyy 9.718173 (2.374065) Oy 13.06348 (0.053930)
(O 0.086566 (1.965527) O, 0.977533 (0.001833)
Oy —0.124586 (-1.065055) Qg 0.460373 (0.070842)
Oy ~0.418918 (-0.073308) oy 13.49662 (0.928708)
Olgo 13.53494 (2.969701) Olgo —2.859187 (-=0.042776)
Oy 0.585895 (0.190442) 0y 9.875153 (0.041979)
Olyy ~7.815969 (-2.996271) gy ~12.24359 (—0.054557)
R2 0.64797 R2 0.639916

AIC —8.576409 AIC —8.548738

SIC -8.554389 SIC -8.526718
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Filipinas Francia
D, 0.431367 (42.68565) (O -1.349187 (—=0.010794)
D, 0.03225 (3.111429) (OR 1.814346 (0.014513)
. ~0.157912 (-1.593984) @y, 4.106122 (0.058818)
o 19.00171 4.710744) oy, ~3.631015 (~0.443725)
oy ~10.33893 (-2.743521) oy 477108 (0.444051)
s ~18.57501 (—4.155477) oy ~4.136359 (—0.438227)
Olyy 4.918194 (1.682089) Olyy —0.393224 (—0.298387)
@, 0.107666 (8.522492) @, 0.1335 (1.756922)
Oy ~0.002125 (-0.03240) 0y ~0.068142 (-0.357798)
gy 5.106866 (3.620311) 09y 9.901569 (3.918342)
Qoo 0.893354 (0.928205) Olgo -4.3264 (-1.170816)
Oy 5.306391 (3.597538) Oy 3.269964 (0.945790)
Oloy ~2.465792 (-2.85067) oLy, ~0.581124 (~0.507472)
R2 0.753649 R2 0.646734
AlC —7.710999 AIC -7.960522
SIC —7.688979 SIC —7.938502
Hong Kong India
D, —0.10266 (—0.088962) (ON —-0.018769 (—=0.004196)
D, 0.525425 (0.381828) D, 1.490261 (0.0814:80)
Og 0.643057 (1.489859) Oyp -0.627117 (—=0.110548)
oy 4.422691 (1.230354) oy 0.704843 (0.094638)
Oy 1.918804 (2.246736) 0y ~0.062195 (~0.094805)
O3 -4.836816 (-3.176318) O3 0.023465 (0.094030)
Oy 4.122959 (2.935763) Olyy —0.110408 (—=0.0943006)
(OB 23.53972 (0.004912) D, 0.779331 (0.042539)
Oy ~4.500287 (-0.021834) ~10.24265 (-0.491894)
Oy ~1.1219 (—0.204431) —35.78287 (-1.703102)
o9 -0.969139 (—0.244498) Qoo 5.174696 (1.082638)
Olgs 2.200987 (0.237149) oLy 8.815641 (1.165438)
Oy ~2.076879 (—0.238134) oy, ~16.87169 (-1.374121)
R2 0.688413 R2 0.704199
AIC —7.655506 AIC —7.408619
SIC —7.633486 SIC —7.386599
Japon Malasia
@, ~1.103617 (-0.007371) @, 0.437986 (58.76173)
@, 48.17385 (0.000570) @, 0.050719 (6.654919)
Olyg —4.951403 (=0.002683) (o7 0.196809 (2.793070)
oy -2.904614 (=0.050718) oy 14.6864 (7.834180)
Oy 0.089568 (0.037818) oy ~5.750388 (~3.806508)
Oy ~0.417018 (—0.062065) oy ~3.553639 (~2.698458)
Oy -0.617306 (—0.142357) Oy 11.20976 (8.481890)
D, 1.621661 (0.010826) (O 0.136839 (8.870502)



802

EL TRIMESTRE ECONOMICO

CUADRO 5 (continuacion)

Oy 1.266145
Ol 4.294677
Olgs —-0.152475
Olog 0.558594
Olgy 0.600213
R2 0.625823
AIC —7.799693
SIC —7.777672
México

o, 0.437932
@, 0.088819
O 0.036394
oy 3.603801
o9 6.430672
o3 1.437228
Oy 0.653629
D, 0.035531
Ol —-0.067106
0oy 22.56425
Olgy —22.35979
O3 —-2.523328
Olgy —6.321767
R2 0.722437
AIC —-7.650185
SIC —-7.628165
Pakistan

D, -15.37037
D, 25.90235
Oy —-0.363237
o4 —0.704856
Oy —-0.532063
O3 0.843492
Oy —-0.306726
D, 9.717088
Oy 0.159896
Olgy 1.934917
Olgy 1.37789
Oy -2.191526
Olgy 0.783046
R2 0.738919
AIC —7.723932
SIC —-7.701912

(0.045321)
(0.092110)
(~0.061502)
(0.133253)
(0.131023)

(44.60059)
(7.967434)
(0.587883)
(2.122813)
(3.937239)
(1.051473)
(0.604659)
(3.640262)

(~0.857862)
(5.554108)

(~5.327875)
(=0.69506)

(-2.310102)

(~0.010002)
(0.003114)
(=0.00133)

(~0.001266)

(~0.001289)
(0.001287)

(~0.001293)
(0.001655)
(0.014767)
(0.008785)
(0.010039)

(~0.009947)
(0.010399)

Olag ~1.102155
Oy 3.731066
Oy 1.038629
Oy 1.45798
Oy ~6.256261
R2 0.746455
AIC -7.795
SIC —7.772959
Nueva Zelanda

D, —0.804097
@, 1.290905
00 ~0.034092
oy ~10.13368
Oy ~2.414185
O3 13.14072
Oy 10.12721
@, 1.316311
Oy 0.03505
Oy 10.66684
Olgy 2.350396
o3 —-12.92891
Olay ~10.01464
R2 0.691492
AIC —8.744196
SIC -8.722171
Pera

@, 0.393718
@, 0.050048
o ~0.764335
oy 8.176029
Oy 2.823929
03 -9.629148
Oy ~0.507064
@, 0.3005
Olag ~0.841938
Oy 3.612886
Olgg ~2.231016
Oy 2.07582
Olyy ~0.401087
R2 0.894584
AIC —7.823016

SIC —17.800996

(~8.143035)
(4.820156)
(1.655901)
(2.787230)

(-8.257624)

(~0.002289)
(0.003674)
(~0.252305)
(=0.140362)
(~0.259315)
(0.450914)
(0.653373)
(0.003747)
(0.238603)
(0.149095)
(0.266105)
(~0.459842)
(~0.663059)

(25.62536)
(0.960395)
(—4.631448)
(2.348402)
(0.659115)
(-1.334244)
(~0.261225)
(4.275790)
(~13.03154)
(5.480598)
(~3.043158)
(1.722869)
(-1.290321)
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CUADRO 5 (continuacién)

Reino Unido Singapur
D, 0.362984 (1.112500) (O 0.410627 (30.93418)
D, 0.080302 (0.276190) D, 0.021686 (9.689505)
o 3.502131 (3.052643) oy —~44.05003 (~1.155758)
oy —2.754032 (-1.058568) oy -31.76454 (—=0.135662)
Oy 9.21148 (0.440649) 0y ~90.53374 (~0.387569)
O3 —4.802656 (—=0.34007) O3 269.4831 (1.211215)
Oy 2.745217 (0.971600) Olyy —-434.6033 (—1.181494)
(OB 1.591611 (0.001631) D, 0.149046 (7.592926)
Ly -5.591031 (=0.009105) Qoo 0.408207 (4.887511)
gy 4.900282 (0.311831) 09y 7.070283 (7.500398)
Olag ~0.452737 (-0.290988) Ly ~0.852759 (~4.234863)
Olos ~0.082018 (-0.18549) Oy 0.16694 (1.017242)
Oloy ~0.54719 (-0.310259) iy ~0.948949 (~5.553201)
R2 0.635293 R2 0.735574
AIC —8.491504 AIC -8.089017
SIC —8.469484 SIC -8.066997
Sri Lanka Suecia
D, 0.371309 (8.607630) D, 0.389924 (4.758789)
D, 0.143858 (3.354889) D, 0.097757 (1.179002)
g 0.16882 (2.038634) oy ~0.17014 (~1.142824)
Oy 3.477683 (1.970684) o 10.82153 (2.210575)
oy ~1.272673 (-0.939826) oy ~10.38216 (~2.887491)
Oy 5.891788 (3.990304) o5 ~6.179716 (~2.000793)
oy ~10.53884 (-9.067718) @, ~0.166713 (~0.072608)
O, 0.127296 (2.870926) 2 0.139909 (1.696974)
Qg —0.413692 (-6.193255) 0o —0.133489 (-1.145359)
Oy 5.960777 (3.483877) Oy ~0.379121 (~0.108293)
Loy —-0.991738 (-0.618726) Ooy 6.337098 (2.613505)
o3 —6.689062 (—4.209751) Oo3 4.369007 (1.995351)
oy 11.61037 (12.09924) gy —0.893354 (-0.558791)
R2 0.830322 R2 0.701402
AIC —-8.506872 AIC -8.064439
SIC —8.484852 SIC —8.042419
Suiza Tailandia
@, 0.294277 (0.215496) @, 0.200736 (1.035671)
(O} 0.173549 (0.127041) (0N 0.254131 (1.338439)
Oy —0.670962 (—1.59342) Oy 0.113956 (0.996332)
oy —6.747508 (—0.684628) o 2.286295 (1.366528)
Oy —-4.251814 (-0.776801) Oy 3.259745 (2.486395)
O3 11.52799 (0.988699) O3 -4.492137 (-3.218661)
Oy ~15.19663 (-0.793922) oy, 6.540878 (4.886664)
D, 0.230286 (0.168641) o, 0.513542 (1.502025)
Qgg 0.57128 (1.972388) QLo —0.749197 (—1.140663)
Oy 9.253718 (1.194839) oy 0.940295 (1.042825)
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Oloy 3.079024 (0.769035) Loy -1.971629 (-1.411814)
Olgs ~8.678064 (-0.998348) Ly 2.452568 (1.455863)
Olgy 10.45787 (0.750934) Oloy —3.909838 (-1.606541)
R2 0.670582 R2 0.740025
AIC -8.271598 AIC —7.446714
SIC —8.249573 SIC —7.424694
Taiwédn Venezuela
D, 0.345126 (3.398948) [ON —1.189861 (=0.011919)
D, 0.172207 (1.686104) D, 1.661867 (0.016642)
Oy 0.012512 (0.162840) Qg 3.745639 (0.061310)
oy 1.078681 (5.826862) oy -3.122868 (=0.378399)
Oy —7.194776 (—4.125501) Oy 4.295335 (0.376270)
O3 -6.791707 (—4.217849) O3 —-3.883512 (=0.372175)
O 6.416522 (4.888036) o, ~0.227063 (-0.212373)

9 0.145226 (1.415745) D, 0.137704 (1.662723)
Olgg ~0.121815 (-1.500458) 0oy ~0.066101 (~0.344452)
Oy ~6.386363 (-3.325927) 9.950929 (3.768778)
Ol 8.792440 (4.620536) Oy ~4.872758 (~1.345546)
Olos 7.511081 (3.642467) Oy 3.93536 (1.119701)
Oy ~8.502722 (-5.318571) Oy ~0.6515 (~0.566668)
R2 0.698496 R2 0.645815
AIC -7.263953 AlIC —7.939532
SIC —7.241933 SIC —7.916963

H J
CUADRO 6. Especificacion 1: y = ¢, + hzl (I)hg(jﬁlothjxjj, J=5

Alemania Argentina
D, —0.956886 (-0.001558) [ON —32.17972 (—0.279465)
D, 1.477675 (0.002407) D, 34.64318 (0.279070)
Oy 0.270293 (1.955392) Oy 1.598314 (0.057424)
oy 13.57887 (0.380007) oy 0.748144 (0.077884)
Oy ~6.229323 (-0.156663) oy ~1.372754 (~0.072581)
O3 5.538248 (0.130956) O3 1.315729 (0.072412)
oy ~14.3988 (-0.133751) oy, ~1.163261 (-0.07228)
s 9.570227 (0.095881) o 0.466086 (0.071066)
D, 1.43019 (0.002326) (OB 13.89712 (0.026849)
Oy —0.270269 (—1.878084) Qg —0.954149 (—0.275662)
Oy ~13.41098 (-0.378047) oy ~1.218484 (~0.216142)
Oloy 6.426999 (0.144654) Qoo 2.376722 (0.181616)
Olo3 —5.74183 (-0.129725) Qo3 —2.283756 (-0.180216)
Olgy 14.92021 (0.132041) Olgy 2.022227 (0.179616)
Olos -10.05138 (—=0.096944) Qas —0.821833 (-0.173726)
R2 0.654525 R2 0.729314
AIC —7.858108 AIC -6.399603
SIC —7.832694 SIC —6.374166
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Australia Austria
D, -3.243008 (=0.075416) (O —4.244967 (-0.031649)
(o) 1.547805 (0.007319) D, 20.37249 (0.009849)
Olyg -1.115138 (—0.038392) Oy —2.194769 (-0.017141)
oy 9.025512 (0.078328) o, 0.824192 (0.037857)
Oy ~6.194654 (-0.123951)  ayy ~1.912902 (~0.035052)
O3 3.707828 (0.133020) O3 —0.23758 (—0.034085)
oy ~1.019841 (-0.110447) @, ~0.264937 (~0.035269)
oy ~0.8033 (-0.057695) s 0.17781 (0.033436)
@, 3.753509 (0.086702) @, 3.958316 (0.026874)
Qg 2.147289 (0.016045) QLo 0.767359 (0.154225)
oy —6.723282 (—0.043572) 09y —1.487485 (—0.342386)
Olgg 4.995445 (0.053787) Oy 1407263 (0.181646)
Oy ~3.012507 (—0.054654) Ly 0.525421 (0.161085)
oy 0.80991 (0.050852) Olgy 0.552058 (0.190791)
Oas 0.547159 (0.034926) Oos -0.411343 (—0.149238)
R? 0.638502 R? 0.743141
AlC —9.122055 AlIC -8.381634
SIC -9.096641 SIC —-8.356220
Canada Chile
D, 0.462208 (84.73631) D, -1.48363 (-0.011723)
0, 0.012299 (3.243967) D, 48.72449 (0.001117)
Olyg —0.251591 (—2.660478) Oy —4.788909 (=0.00503)
oy 2283803 (3.314465) oy ~6.206273 (~0.087649)
oy ~6.567895 (-0.961325)  ay 1.779004 (0.089820)
Oy 8.673728 (1.262442) o5 0.026966 (0.039301)
Olyy —11.81865 (-1.631653) Olyy 3.689037 (0.108484)
05 42.01397 (5.135016) Qs -2.732175 (-=0.112115)
(OB 0.055319 (7.464831) D, 1.988616 (0.015702)
Qg 0.351061 (3.878024) Qg 1.357204 (0.071523)
Oy 14.10905 (5.799921) Oy 8.630286 (0.166087)
oy —1.254908 (—=0.960345) Qoo -2.441036 (-0.176623)
Qo3 —0.358942 (=0.278190) Olg3 —-0.011949 (=0.013350)
Olgy 0.187212 (0.135953) oy, ~4.66277 (—0.280745)
s ~9.701751 (-4.706263) Loy 3.409768 (0.307427)
R2 0.725234 R2 0.843905
AlC -8.943191 AIC -9.246390
SIC -8.917778 SIC -9.220976
Corea del Sur Espana
D, 0.446118 (53.69450) (O -0.241794 (—=0.236709)
D, 0.071374 (4.966266) D, 0.744175 (0.728729)
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ao -0.007362 (-0.072195) Olyg 0.792662 (4.117928)
o 11.7518 (5.718204) oy, 0.986067 (0.796015)
Oy ~5.709418 (-2.588158) g 0.507296 (0.372247)
O3 —-5.190859 (—2.437747) O3 —0.176763 (-0.082349)
oy 7.947661 (2.797653) oy, ~0.126576 (0.075423)
Oq5 -4.816136 (—2.949748) 05 —4.449556 (—4.981192)
D, 0.047099 (3.016287) @, 0.781178 (0.782354)
Oy -0.470368 (-3.925729) QLgg —0.876482 (-2.370408)
Oy 2.169717 (0.995005) Loy 0.398728 (0.518636)
Oloy 8.075667 (2.838621) oy —0.601646 (—0.466895)
Oy 8.163489 (2.837449) Oy 0.147279 (0.070010)
Olyy, -13.80147 (-3.901076) Oloy 0.15114 (0.091494)
Olys 4.53658 (2.069792) oy 4146577 (4.453386)
R2 0.681947 R2 0.729559

AIC —7.27202 AIC —7.505849

SIC —7.246601 SIC —7.480435

Estados Unidos (Dow Jones) Estados Unidos (Standard & Poor 500)
D, -3.463112 (—=0.013640) D, —0.00297 (=0.000141)
@, 3.743917 0.014617) @, 0.526026 (0.024979)
Oy 1.270101 (0.084700) Olyg —0.018624 (-0.11124)
oy 2.910338 (0.095186) oy, ~8.184255 (~0.156973)
Oy 0.71647 (0.138826) Oy 17.15013 (0.522914)
O3 —0.764495 (-0.129718) O3 10.9729 (0.471186)
Oy -0.615744 (-0.137089) Oy —-12.13184 (-0.501926)
s 3.938767 (0.14376) a5 2.988907 (0.207998)
D, 43.51382 (0.002363) D, 0.48243 (0.022909)
Oy —3.709482 (-0.00778) Qg 0.011258 (0.067784)
g -1.626477 (-0.040289) Olop 10.76283 (0.192834)
Qoo —0.453752 (—=0.045999) oy —18.7847 (—-0.522488)
Olo3 0.476961 (0.045413) Qo3 —-12.11609 (-0.482221)
Olgy 0.387897 0.045751) oy, 13.32066 (0.512453)
Olgs ~2.520409 (=0.046951)  olys ~3.679571 (~0.247112)
R2 0.662727 R2 0.654099

AIC —-8.619068 AIC —8.588882

SIC -8.593654 SIC —-8.563468

Filipinas Francia

D, 0.368958 (5.528854) D, -1.581305 (=0.003045)
(O} 0.161236 (2.386803) (ON 2.056005 (0.003960)
Oy —0.12093 (-1.518264) Olyg 0.088427 (0.025412)
(3%} 7.090793 (3.750381) oy -9.875217 (-0.261290)

Oy —-6.015281 (=3.716607) Oy 7.850715 (0.688933)
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O3 1.716672 (1.088848) O3 —-5.200044 (-0.433358)
Oy 0.628436 (0.433227) oy, 0.492528 (0.122138)
Oy5 —8.134799 (—6.957458) Oq5 —2.427035 (—=0.152659)
@, 0.116552 (1.753257) @, 2.079939 (0.004006)
Oag ~0.10792 (-1.528415) iy ~0.061176 (-0.01815)
Oy ~0.507147 (-0.228523) g 10.17775 (0.265819)
Olgg 6.908145 (3.126065) Oy ~7.770738 (~0.808502)
Oy ~2.526722 (—1125215) 5.113057 (0.485672)
0oy ~1.041122 (=0.500150) gy ~0.4658 (=0.117661)
Olys 10.80387 (6.317496) Oy 2.304215 (0.151484)
R? 0.757435 R? 0.659917
AlIC —7.725401 AIC -7.997195
SIC —7.699988 SIC -7.971781
Hong Kong India
D, -3.312149 (—0.036957) (ON —2.597049 (—=0.005254)
@, 3.658215 (0.040555) @, 3.072894 (0.006217)
Olyg 1.360382 (0.237406) oy —-0.447476 (-1.867841)
o 3.795497 (0.304294) oy, 1.008367 (0.135649)
Oy —0.656565 (—0.344543) Oy —1.457607 (-0.416129)
O3 -1.331515 (-0.471292) O3 -3.829795 (—0.944805)
0y ~0.297105 (-0.284856) 0y, 1.043765 (0.599095)
o5 3.271745 (0.472719) o5 7.319269 (1.557781)
@, 64.54511 (0.003865) @, 3.11565 (0.006303)
Olag ~4.257423 (0.015292)  aLy 0.444989 (2.523417)
Loy —2.275605 (-0.124534) gy —-3.636444 (-0.121723)
oo 0.416551 (0.134868) Oloy 1.412885 (0.359673)
Oy 0.90241 (0.142718) Oy 3.779831 (0.875824)
0oy 0.174148 (0.117598) gy ~1.029996 (~0.558837)
Olys ~2.209374 (-0.143115)  apg ~7.26458 (~1.657746)
R? 0.697387 R? 0.713919
AIC —7.683394 AIC —7.440737
SIC -7.657981 SIC —7.415323
Japon Malasia
D, 0.345069 (1.551965) D, 0.414218 (38.28793)
@, 40.38526 (0.001483) @, 0.070073 (5.916273)
Olyg -5.863143 (—=0.00869) Oy 0.098339 (1.803676)
Ol 0.145927 (0.173538) Ol 10.30954 (7.096722)
Oy —0.360112 (—0.249197) Oy —2.933842 (-1.916092)
O3 1.268676 (0.260684) O3 -1.112377 (-0.781513)
oy ~0.30424 (-0.25675) oy, 2.5735 (1.776465)
s ~2.08687 (-0.261262) a5 9.027683 (1.135363)
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Oos
RQ

AIC
SIC

México

Qos
Rz

AIC
SIC

Pakistan

0.086512
—-0.147907
9.027064
1.63038
—-6.560529
1.528164
9.472217
0.640004
—7.83706
—7.811647

0.394817
0.085762
—-0.363235
1.819216
—-1.528363
-1.310673
-3.392901
16.36113
0.138547
0.021016
6.30434
-0.205339
0.940511
1.997638
—-10.66575
0.727783
—7.668276
—7.642362

0.132203
0.439425
0.265624
-1.038134
—-2.813283
4.685093
-3.272421
1.286099
0.230949
0.063222
6.270848

(2.316104)
(-1.161977)
(3.407290)
(0.732783)
(~2.685888)
(0.758108)
(3.585672)

(7.181533)
(1.541011)
(~2.844000)
(0.649578)
(~0.741235)
(~0.641671)
(-1.611632)
(6.003138)
(2.506658)
(0.240729)
(3.104560)
(~0.175874)
(0.794873)
(1.647409)
(~6.480833)

(0.180951)
(0.414514)
(0.246377)
(~0.251889)
(~0.363586)
(0.365093)
(~0.366149)
(0.355798)
(0.536508)
(0.408291)
(1.453427)

D, 0.1261
s —0.454079
oy 3.303531
Olgy 0.358449
Oas 0.527395
Oy —2.335991
Olas —5.246047
R2 0.748672
AIC —-7.802518
SIC —7.777081
Nueva Zelanda

D, 0.405436
D, 0.107005
dyo 0.255384
o —5.392471
s 4.935375
o3 11.60207
Oy 0.169558
a5 —-5.90409
D, 0.067959
o 0.024585
oy 22.59858
oo —-8.191972
Oag —19.52672
Oloy —-0.30921
Olos 7.232455
R2 0.696828
AIC —8.760384
SIC —8.734965
Pera

D, 0.394943
@, 0.329964
g —0.788237
oy 4.871082
oy —2.786979
o3 1.507949
Oy —-1.180622
a5 0.606307
D, 0.004977
o —-0.407698

sy ~51.71052

(12.50957)
(—4.486574)
(3.848970)
(0.447498)
(0.738481)
(~3.01802)
(~6.405909)

(10.26875)
(2.599496)
(1.983495)
(-1.768620)
(2.265004)
(3.518611)
(0.073634)
(-2.593502)
(1.798823)
(0.272854)
(4.045116)
(-2.139561)
(—4.852213)
(=0.085112)
(2.194847)

(30.60965)
(9.587497)
(~15.34923)
(9.005820)
(-7.367532)
(5.681219)
(~5.595358)
(4.820348)
(3.502150)
(~1.703881)
(~2.981419)
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CUADRO 6 (continuacion)

o9 5.149916 (1.704707) Qoo 140.2818 (3.343127)
Olos ~8.899175 (-1.828032)  alyg ~102.7034 (~3.205425)
Oy 6.099764 (1.773496) oy, 41.69886 (2.322073)
Oas —2.958902 (-=1.550303) Oos —-39.19727 (—2.799855)
R? 0.741660 R? 0.896054
AlC -7.733125 AIC —-17.835826
SIC -7.707711 SIC -7.810413
Reino Unido Singapur
@, ~2.065335 (-0.006319) @, ~7.245653 (~0.020354)
0, 2.789908 (0.008522) D, 7.627273 (0.021403)
oy ~2.747902 (-0.196426)  ayq 1.776419 (0.140748)
oy 10.86569 (0.123714) oy, 275777 (0.211168)
Oy ~1.850932 (-0.068583)  ay 0.082996 (0.176353)
Oy 0.384228 (0.020174) o5 ~0.880781 (-0.331972)
oy ~0.216877 (-0.020217) @y, 0.088654 (0.237567)
05 -0.902349 (-0.142712) Qs 2.442076 (0.358959)
(OB 2.52366 (0.007721) D, 343.3475 (0.000918)
Qg 2.944609 (0.257926) 0o —-5.634299 (=0.005009)
Ol9 -12.46047 (-0.116373) Olgy —-1.933454 (-0.118807)
Oloy 2.358083 (0.066952) Oy ~0.085324 (~0.223803)
Olys ~0.636696 (—0.035533) oLy 0.682785 (0.148528)
Olay 0.422682 (0.028871) oy, ~0.074529 (~0.159503)
Oas 0.771295 (0.075238) Oos -1.911688 (-0.152310)
R? 0.650649 R? 0.742744
AIC -8.533559 AIC -8.115194
SIC —-8.508146 SIC —8.089780
Sri Lanka Suecia
D, 0.257524 (1.240746) (O —2.64489 (—=0.002624)
D, 0.277085 (1.337233) D, 3.129613 (0.003105)
g 0.271458 (3.434697) oy 0.087391 (0.031297)
o 0.672717 (0.282051) o, 1.248176 (0.024037)
oy 2.055648 (1455224) oy 2.498968 (0.696999)
O3 1.255071 (1.133488) O3 2.485943 (0.310242)
Olyy -0.973274 (—0.945338) Olyy —-5.815507 (=0.29105)
o5 ~7.031438 (-6.097889) s 9.672954 (0.38745)
(OB 0.215611 (1.035032) D, 3.190864 (0.003165)
Olag ~0.42612 (—4.740733) ~0.10505 (~0.036959)
Oy 5.055128 (1.863122) oy ~0.922579 (~0.017753)
o9 —4.195259 (—2.637739) Oy —-2.481476 (—0.822524)
Qo3 —-1.688835 (-=1.079444) Olg3 —2.437903 (-0.312827)
Olgy 1.157167 (0.840385) Olgy 5.693698 (0.297989)
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CUADRO 6 (conclusion)

Qos
R2

AIC
SIC

Taiwan

@,

AIC
SIC

9.12406
0.832238
-8.516889
-8.491475

-1.45159
1.98071
0.306321
14.65481
5.832
-4.921917
—13.40046
11.93812
1.911256
—-0.305027
-14.71071
-6.064077
5.07225
13.94536
-12.51147
0.682847
—-8.308585
—-8.283166

—5.47780
6.04408
0.04669
4.89265
6.56618

—17.82432

—4.29450
4.35749
5.89485

—0.04207

-4.86314

—6.73748
8.01712
4.40865

—4.49674

0.704836

—17.284864
—-17.259450

(5.821947)

(~0.000964)
(0.001316)
(0.582206)
(0.690912)
(0.066257)
(~0.08624)

(~0.064644)
(0.054773)
(0.001270)

(~0.625226)

(~0.658112)

(~0.066163)
(0.085381)
(0.065057)

(~0.055436)

(~0.000325)
(0.000359)
(0.007208)
(0.117177)
(0.027489)
(=0.02912)

(~0.026904)
(0.022380)
(0.000350)

(~0.006398)

(~0.116904)

(-0.027514)
(0.029070)
(0.027090)
(=0.02265)

Olys ~9.521203
R2 0.707228
AIC -8.082777
SIC -8.057363
Tailandia

@, 0.146278
D, 0.399700
oo 0.005190
oy 2136496
Oy 2.080445
O3 1.246022
Oy ~3.548501
oy ~5.921904
D, 0.327708
Olgg ~0.131509
Oy 0.485210
Olgg ~2.850776
Olos ~1.622357
Olay 4.286516
Olys 7.009719
R? 0.744570
AIC ~7.463010
SIC ~7.437597
Venezuela

@, ~1.490667
@, 1.966272
oo 0.099007
o ~9.866564
oy 8.580098
Oys ~6.065497
Oy 0.48851
o5 ~2.017705
o, 1.988766
Olag ~0.070822
0oy 10.18896
Olgy ~8.492581
Oy 5.967551
Olgy ~0.461252
Olgs 1.895336
R2 0.658978
AIC —-7.976340

SIC —7.950293

(=0.403300)

(0.148828)
(0.406562)
(0.030457)
(0.634128)
(1.384291)
(1.038538)
(~2.226108)
(~3.850865)

(0.333454)
(=0.691992)

(0.119268)
(-1.494174)
(-1.061837)

(2.290447)

(3.167580)

(=0.003440)
(0.004537)
(0.031438)

(~0.280419)
(0.789714)

(=0.515069)
(0.130149)

(~0.146195)
(0.004589)

(=0.023324)
(0.286235)

(~0.909996)
(0.571435)

(=0.125827)
(0.142362)
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mejores modelos son los que utilizan cinco rezagos en la implanta-
cién de las redes. Este criterio predomina en todos los paises, por lo
cual se podria concluir en este estudio que el uso de mas rezagos
aporta una mejor modelizacién de las RNA de indices accionarios.

Como el valor de convergencia utilizado en los modelos propues-
tos ha sido muy pequeiio (entre 1 x 10~ y 1 x 10™*)se han necesitado
aproximadamente entre mil a 6 mil iteraciones, dependiendo de la
complejidad de las redes, y se espera que los minimos obtenidos sean
globales ya que para cada uno de ellos se han tomado distintos valo-
res iniciales, que no tienen diferencias.

Con la finalidad de realizar una diferencia con los modelos pre-
sentados se ha realizado series de tiempo autorrezagado (especifica-
cién 2), segiun la metodologia presentada por Box-Jenkins en 1970,
utilizando los propios valores pasados que toman los mismos perio-
dos que los utilizados en las RNA. También se encuentran que utili-
zando cinco rezagos los modelos obtienen una mejor valoracién; sin
embargo, los criterios Akaike y Schwarz son menores que los encon-
trados con las redes y los coeficientes de determinacién también son
inferiores. Los resultados se muestran en el cuadro 7.

Para demostrar la superioridad de la redes neuronales se compa-
ré las predicciones extramuestrales entre el mejor modelo, es decir
la red neuronal de cinco rezagos, con un modelo simple ArRva (1,1,1).
La muestra con que se estimaron los modelos finalizaba el 29 de ene-
ro de 2004 y las predicciones dindmicas de los rendimientos compren-
dian un periodo desde el 30 de enero hasta el 16 de julio de 2004,
con 121 observaciones. Las predicciones fueron de caracter dinami-
co, es decir, no se incluyeron los valores reales para reformular los
modelos.

Con el fin de evaluar los resultados se contrastaron los valores es-
timados por los dos modelos para cada pais con las rentabilidades
reales. Se excluyeron Nueva Zelanda y Venezuela por disponibili-
dad de datos. La primera cambié la manera de composiciéon de su
indice original Nzsk 40 a otro formado por 50 acciones. Si los datos
reales concordaban con los estimados en su signo, se le asignaban
valores de 1 y 0 en el caso contrario. Al final se promediaba la fre-
cuencia de los aciertos con el total de las observaciones.

Los resultados obtenidos se muestran en el cuadro 8; confirman
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L
CUADRO 7. Especificacion 2: y = ¢, + ¥ ¢;y,_;
=1

L=1 L=2 L=3 L=4 L-5
Alemania
r2 0.612663 0.617621 0.624156 0.630737 0.646789
AIC —-4.97817 —-4.9900870  —5.00651 —5.0234 -5.06700
SIC —-4.97479 —4.9850080  —4.99974 —5.014893 -5.05684
Argentina
r2 0.699829 0.70804 0.708714 0.714272 0.718969
AIC -3.497112 -3.524112 -3.525735 -3.544283 -3.560131
SIC —3.493723 -3.519028 -3.518954 -3.535806 —3.549956
Australia
r2 0.648842 0.660388 0.665724 0.674495 0.681567
AIC —-6.23735 —-6.270041 —-6.28506 —-6.310898 —-6.332196
SIC —6.233964 —6.264962 —6.278286 —-6.302429 —-6.32203
Austria
r2 0.703735 0.723595 0.726068 0.732534 0.734501
AIC —5.467522 -5.53635 —5.544819 -5.567893 —5.574488
SIC -5.464136 -5.53127 —5.538045 —5.559424 -5.564323
Canada
r2 0.682956 0.697397 0.702291 0.712899 0.715364
AlIC —-6.034123 —-6.081655 —6.095504 —6.130968 -6.138815
SIC —-6.030737 —-6.076576 —6.08873 —6.122498 —6.128649
Chile
r2 0.809738 0.836756 0.837758 0.83863 0.838791
AIC —6.282452 —6.434824 —6.440194 —6.444848 -6.445079
SIC —-6.279067 —6.429745 —6.43342 —-6.436379 —6.434913
Corea del Sur
r2 0.645576 0.65676 0.662567 0.669637 0.676006
AIC —4.396943 —4.428189 —4.444432 —4.464962 —4.483489
SIC —4.393557 —4.423108 —4.437657 —4.456491 —4.473322
Espana
r2 0.635751 0.642635 0.648178 0.653955 0.662757
AIC —4.377026 —4.395294 —-4.410115 —4.425852 —4.450827
SIC —4.373641 —-4.390214 —4.403342 —4.417382 —4.440662
Estados Unidos (Dow Jones)
r2 0.623445 0.630225 0.637718 0.645622 0.656913
AIC —5.741748 —5.759252 —5.778921 -5.800193 -5.831767
SIC —5.738363 —5.754173 —5.772147 —5.791724 -5.821602
Estados Unidos (Standar & Poor 500)
r2 0.612951 0.620271 0.63081 0.637921 0.650505
AlIC -5.708271 -5.72673 —5.754061 —5.772766 -5.807321
SIC —5.704885 —5.721651 —5.747287 -5.764297 —5.797155
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CUADRO 7 (continuacién)

L=1 L=2 L=3 L=4 L=5
Finlandia
r? 0.722628 0.742204 0.744671 0.748121 0.750017
AlIC —4.825137 —4.897524 —4.906337 —4.919166 —-4.926015
SIC -4.821752 —4.892445 —4.899563 —-4.910696 —-4.91585
Francia
r2 0.618896 0.62772 0.638397 0.643388 0.655921
AIC -5.118052 —5.140673 -5.168976 —5.182063 -5.217027
SIC —5.114666 —5.135594 -5.162202 —-5.173593 -5.206861
Hong Kong
r2 0.650217 0.658942 0.661656 0.678086 0.683045
AIC —4.772862 —-4.797437 —-4.80463 —4.853797 —4.868834
SIC —4.769476 —4.792357 —4.797857 —4.845328 —4.858669
India
r? 0.675961 0.685167 0.688732 0.697587 0.706336
AIC —4.548905 -4.57695 —4.58769 —4.615854 —4.644484
SIC —4.54552 -4.571871 —4.580916 —-4.607385 —4.634319
Japon
r2 0.604444 0.609326 0.611939 0.622933 0.634998
AIC —4.977221 —4.988862 —4.994381 —5.022738 —5.054553
SIC —4.973835 —4.983782 —4.988036 -5.014268 —5.044388
Malasia
r2 0.692233 0.711306 0.718465 0.72594 0.726273
AIC —4.830696 —4.893861 —-4.918155 —4.944261 —4.944666
SIC —4.827307 —4.888777 —4.911374 —4.935784 —4.934491
México
r? 0.69082 0.704965 0.707417 0.713011 0.718304
AIC —4.774663 —4.820683 —4.828326 —4.846962 —4.86665
SIC —4.771278 —4.815604 —4.821552 —4.838493 —4.856485
Nueva Zelanda
r2 0.656426 0.66367 0.676238 0.680165 0.686117
AIC -5.868847 —5.889358 -5.926637 -5.938023 -5.956013
SIC —5.865461 —5.884278 —5.919861 —5.929552 —5.945845
Pakistan
r2 0.716755 0.7236 0.725494 0.732131 0.734302
AIC —4.874855 —4.898508 —4.904578 —4.928241 —4.935589
SIC —4.871469 —4.893428 —4.897804 —4.919772 —4.925424
Pera
r? 0.86583 0.889434 0.889539 0.890699 0.890579
AIC —4.8004.84 —4.993639 —4.993409 —5.003208 —4.994738
SIC —4.797099 -4.98856 —4.986635 —4.994738 7454.313
Reino Unido
r2 0.60892 0.61651 0.627265 0.630288 0.644608
AIC -5.654804 -5.673645 -5.701356 -5.700362 —5.747541
SIC -5.651418 —5.668566 2053.667 —5.700362 —5.737376
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CUADRO 7 (conclusion)

L=1 L=2 L=3 L=4 L=5
Singapur
r2 0.696286 0.711521 0.715848 0.724306 0.728665
AIC —5.182411 -5.233117 —5.247511 —5.277087 —5.292402
SIC —-5.179026 -5.228037 -5.240737 -5.268618 -5.282237
Sri Lanka
r2 0.795159 0.818128 0.818772 0.820819 0.823004
AIC —5.551693 —5.671991 —5.678547 -5.69095 —5.702544
SIC —5.548307 —5.660911 —5.671774 —5.68248 -5.692378
Suecia
r2 0.672604 0.687538 0.691772 0.697859 0.702338
AIC ~5.203858  —5249739  —5262571  —5.2817 ~5.205984
SIC ~5.200472  —524466 5255797 5273231  -5.285818
Suiza
r2 0.64076 0.648947 0.657934 0.662646 0.675058
AIC —5.418214 —5.440581 —5.46585 -5.478919 -5.515623
SIC —5.414828 —5.435501 —5.459075 —5.470448 —5.505456
Tailandia
r2 0.709053 0.723344 0.728798 0.734263 0.736585
AIC —4.566441 —4.616443 —-4.635773 —4.655848 —4.663937
SIC —-4.563055 —4.611364 —4.628999 —4.647378 —4.653771
Taiwan
r2 0.671019 0.678773 0.6839883 0.694103 0.700425
AIC —4.407834 —4.430909 —4.465328 —4.478211 —4.498275
SIC —4.404448 —4.42583 —4.458554 —4.469742 —4.48811
Venezuela
r2 0.6173811 0.626489 0.637255 0.64228 0.65485
AIC -5.096173 -5.118695 —5.147199 -5.16031 —5.195325
SIC -5.092703 -5.11349 —5.140256 -5.151629 —5.184906

que los aciertos de prediccién de signo son mayores en las redes que
en el modelo ARIMA en la mayoria de los casos. Chile muestra el me-
nor porcentaje de error (94% de acierto) mientras que el menor va-
lor lo tiene el Reino Unido con “apenas” 72%. Con los modelos ARIMA
el mayor y menor porcentaje lo tienen Pakistan y Filipinas con 85 y
15%, respectivamente. Los tinicos casos en los que el modelo simple
lineal es mejor que las redes fueron Austria y Singapur, aunque la
diferencia fue minima. Asi también, con minimas diferencias en fa-
vor de las redes, tenemos los indices de Corea del Sur, México, Perii
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y Sri Lanka. Lo anterior es consecuencia de que los componentes re-
siduales de estos paises tienen gran ponderacién en la explicaciéon de
sus valores. En el resto de los indices se observa que las redes neuro-
nales artificiales tienen un mejor desempeno en la predicciéon del
signo, es decir, movimientos al alza o a la baja.

En el cuadro 8 se observa también los resultados de la prueba de
Pesaran y Timmermann, en la que se rechaza la hipétesis de que las
variables reales y sus respectivas predicciones son independiente-
mente distribuidas, que obtenidas en los estadisticos y sus valores p
de probabilidad (pvalues) son superiores en las redes que los mode-
los ARIMA, con excepcidén de los casos de Austria, Filipinas, Pakistan,
Pera, Reino Unido y Sri Lanka.

Debido al buen resultado obtenido con el modelo neuronal en la
prediccién de la bolsa chilena se podria pensar que se debe a un alto
grado de inercia y larga regularidad; sin embargo, al observar la gra-
fica de la variacién de su rentabilidad vemos que en el periodo de
prediccién hay mdltiples cambios en la direcciéon de signo que es
captado por las redes neuronales artificiales de excelente manera

(grafica 1).

GRAFICA 1. Rentabilidad semanal con frecuencia
diaria del 16PA (2004)
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CONCLUSIONES

La incapacidad de los modelos tradicionales para ajustar y predecir
el precio y por ende la rentabilidad de la accién ha llevado a la bis-
queda de nuevos modelos que sean capaces de percibir la dinamica
de la serie. Ante esto surgen las redes neuronales artificiales, que tie-
nen ventajas en varias dimensiones en relaciéon con los métodos de
analisis tradicionales. Primero, poseen la capacidad de analizar y
aprender rapidamente pautas complejas y con un alto grado de pre-
cisién. Segundo, no estan restringidas a la linealidad de las series,
por lo cual se convierte en un instrumento econométrico muy po-
deroso. Finalmente, las RNA tienen un buen rendimiento con datos
incompletos, caracteristica que se encuentra en la mayoria de los
mercados no desarrollados, lo que amplia las ventajas de los estu-
dios e investigaciones.

Al utilizar 28 indices accionarios de paises de diversas regiones se
observé que las redes neuronales univariadas con cinco rezagos
presentan un buen rendimiento predictivo en todos los paises, e in-
cluso en algunos de ellos su coeficiente de determinacién llega a 90%,
lo que puede ser un pobre avance en encontrar mas evidencia que
analice la hipétesis de los mercados eficientes.

Comparando con modelos lineales tradicionales se advierte que
también en estos modelos la inclusién de mas rezagos mejoraba la
estimacién; sin embargo, los valores de las pruebas de determinaciéon
con que uno puede comparar estos modelos versus los no lineales
eran menores, demostrandose asi que los otros modelos (no lineales)
tienen un mejor rendimiento predictivo que los modelos tradicionales.

En la prediccién dindmica extramuestral se observé que las redes
neuronales artificiales fueron muy superiores a los modelos ARIMA
tradicionales. Se encontré que en la mayoria de los casos el grado de
exactitud fue mayor que sus similes lineales. Chile es el pais que me-
jor porcentaje obtuvo en aciertos de direccién de signo, es decir las
redes neuronales tuvieron un mejor desemperio en pronosticar si el
mercado iba a la alza o a la baja (94 por ciento).

Finalmente este estudio se puede extender en miltiples direcciones.
Una de ellas es la ampliacién a modelos neuronales multivariados,
incorporando otras de variables tanto econémicas como financie-
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ras, por ejemplo, indices accionarios de paises vecinos en la misma
red, y observar c6mo aprenden ellos de la experiencia de la regién.
Con éstos se podria obtener un acercamiento mediante redes neuro-
nales de los efectos causados por las crisis econémicas con efecto
mundial (crisis asiatica, moratoria rusa, efecto tequila, entre otros).
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