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Resumen: Este trabajo presenta un analisis de la capacidad predictiva de algunos
indices ciclicos para los puntos de giro de la economia mexicana. El enfoque es de
ciclo de crecimiento, el cual requiere eliminar la tendencia de las series; por ello se
probaron diversos métodos y se determiné que el filtro de Hodrick-Prescott apli-
cado dos veces es el mejor, en términos de revisiones. Después, los indices coin-
cidentes y adelantados se estimaron con tres métodos distintos: 1) del NBER, 2) de
la ocpE y 3) de Stock-Watson. Los indices coincidentes producen resultados simila-
res y aceptables, pero los adelantados no brindan resultados satisfactorios.

Palabras clave: ciclos de crecimiento, estimacion de tendencias, filtro de
Hodrick-Prescott, indicador adelantado, indicador coincidente.

Predictive Ability of the Composed Cyclical Indices
for the Turning Points of the Mexican Economy

Abstract: This work analyzes the predictive ability of some cyclical indices for the
turning points of the Mexican economy. The growth cycle approach adopted re-
quires working with detrended series, and so several detrending methods were
tried. A double Hodrick-Prescott filter application produced the best results in
terms of revisions. Then, the coincident and leading indices were estimated with
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three different methods: 1) NBER, 2) oECD and 3) Stock-Watson’s. The resulting
coincident indices produce similar and acceptable results, but the leading ones do
not work as expected.

Keywords: growth cycles, trend estimation, Hodrick-Prescott filter, leading in-
dex, coincident index.
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Introduccion

1 estado de la economia es un concepto general que abarca diversos

aspectos de las condiciones prevalecientes en un sistema econémico.
Uno de tales aspectos es la produccion de bienes y servicios, representado
por la variable producto interno bruto (piB), que es una de las més relevan-
tes, pero no deja de ser s6lo una de las posibles variables que deben te-
nerse en cuenta al efectuar un analisis de la situacion econémica de un
pais. De hecho, la medicion del estado de la economia ha conducido a los
analistas a construir indicadores compuestos, con los cuales se pretende
capturar los movimientos de diversas variables econémicas. Esto ha origi-
nado los indicadores coincidente y adelantado, cuya finalidad principal es
resumir la informaciéon mas relevante sobre el sistema econémico, espe-
cialmente en relacion con los ciclos y los puntos de giro de la economia. Un
indicador coincidente debe ser capaz de mostrar el estado agregado de la
economia en el momento presente y con oportunidad, mientras que un
indicador adelantado debe anticipar los movimientos, en particular los
puntos de giro, del estado de la economia.

Existen diversos métodos para construir los indicadores coincidente y
adelantado, y no hay consenso acerca de cudl es el mas apropiado. Por ello
los analistas de la coyuntura econémica eligen un método especifico para
construir los indicadores, de acuerdo con criterios variados y subjetivos.
En el caso de México, el Instituto Nacional de Estadistica y Geografia (INEGI)
desarrollé el Sistema de Indicadores Compuestos Coincidente y Adelanta-
do (sicca) que en 2010 usa indicadores construidos con la metodologia del
National Bureau of Economic Research (NBER) de Estados Unidos. Esta
metodologia tiene gran aceptacion a nivel mundial y se caracteriza por ser
de relativamente facil aplicacion, pero no es la tinica que podria utilizarse.
Asimismo, en el INEGI se encuentra en proceso de implementacion el proce-
dimiento desarrollado por la Organizacién para la Cooperacion y el Desa-
rrollo Econémicos (OCDE).

Conviene comparar los resultados que producen las metodologias cita-
das, y los de otras, dentro de las que sobresale la de Stock-Watson, que se
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basa explicitamente en un modelo estadistico de factores comunes cuyo
fundamento tedrico es sélido y que se ha utilizado con éxito en diversos pai-
ses. Asi pues, el presente estudio pretende ayudar a determinar una meto-
dologia que brinde resultados adecuados, particularmente en relacién con
la anticipacion de los puntos de giro de la situacion econémica mexicana.

Pronosticar un punto de giro equivale a pronosticar la ocurrencia de un
evento (una variable categérica) mas que la magnitud de una variable
cuantitativa, lo cual hace que las herramientas tradicionales de prondstico,
basadas en modelos lineales y en criterios como el del Error Cuadratico
Medio Minimo, no sean apropiadas. Especificamente, lo que se pretende
saber es si se puede anticipar la ocurrencia de una recesion en el futuro
préximo. La creencia popular tiende a expresar lo que es una recesion en
términos del crecimiento del piB; por ejemplo, en Estados Unidos se consi-
dera que si el PIB registr6 crecimiento negativo durante dos trimestres con-
secutivos la economia entré en una etapa de recesion. Hay autores que
discrepan de esta regla, e. g. Bandholz y Funke (2003), quienes senalan que
“podria tener mas sentido definir una recesién como el periodo durante el
cual el piB cae de manera significativa por debajo de su tendencia poten-
cial”. Sin embargo, no sé6lo debe contemplarse el piB para decidir si ha ocu-
rrido o no una recesion, sino que es el retroceso en el estado de la economia
lo que indica que tal cosa sucede. De hecho, una recesion se presenta como
consecuencia de choques (tanto exégenos como enddgenos) al sistema eco-
noémico, que se reflejan como caidas en el ingreso real, en las ventas, en la
produccién y en el empleo, lo cual origina un circulo vicioso, sin que sea
claro dénde y cudndo inicia dicho circulo. Por ello, un indicador coincidente
del estado de la economia debe incluir, entre otras, alguna forma de expre-
si6on de estas variables.

Para referirse a la situacion o estado de la economia, se debe definir
primero un indice que refleje el comportamiento de esa variable. Tal indi-
ce se denomina coincidente si refleja las contracciones y expansiones “que
se sabe” han ocurrido durante el periodo de estudio. A otro indice que
muestre con antelacion los movimientos de contraccién y expansién de la
economia se le llama indicador adelantado. De manera similar se podria
hablar de un indicador retrasado, cuyo uso permitiria confirmar los movi-
mientos ciclicos después de que ya ocurrieron, pero en este trabajo tinica-
mente se consideran los indices coincidente y adelantado. Dentro de las
referencias sobre el tema de la construccion de este tipo de indices econ6-
micos para México se encuentran los trabajos de Pérez (2001), Ruiz (2006)
y Fernandez (2008).
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Los indices coincidente y adelantado parten de la idea de que “se sabe”,
es decir, que la sabiduria popular reconoce de alguna manera cuando se
encuentra la economia en cada una de las distintas fases que forman un
ciclo econémico, o sea, cuando se encuentra la actividad econémica en ex-
pansion, en desaceleracién, en recesién o en recuperacion, y se pretende
que los indices reflejen dicha sabiduria popular. En el presente caso se
hace mencion de los indices ciclicos, con los cuales se ubica el estado de la
economia dentro de alguna de las fases del ciclo. Usar un indice compuesto
(que incorpora diversas variables) es preferible a utilizar en forma aislada
cada una de las variables que lo componen para anticipar las fases de los
ciclos, y, por ende, los puntos de giro de la economia. La razén es que cada
ciclo tiene sus caracteristicas propias, aunque se parezca a otros ciclos
previamente observados, pero no es razonable pensar en una causa tnica
de la actividad ciclica, y tampoco es razonable atribuir a una sola variable
la capacidad anticipatoria de los puntos de giro. Es necesario incorporar
diversas variables que pueden ser utiles como predictoras individuales, en
partes especificas del ciclo, y tratar de combinar su potencial predictivo en
un solo indice. Ademas, los indices coincidentes y adelantados deben cons-
truirse de acuerdo a la estructura econémica que se desea estudiar, ya que
los indices basados en variables que funcionan bien para la economia de
un pais no necesariamente tienen que funcionar bien al utilizar las mis-
mas variables con datos de otro pais (véanse al respecto las recomendacio-
nes del documento oEcD, 1997). Sin embargo, las metodologias para la
construccion de los indices si son aplicables en forma general.

De las metodologias que se usan en la actualidad sobresale la del Con-
ference Board (cB) de Estados Unidos (organizacién privada fundada en
1916, que es una asociacioén internacional de investigacion sin fines lu-
crativos y de interés publico). En 1995 el U. S. Department of Commerce
asigno al cB la responsabilidad de ser la fuente oficial de los indices com-
puestos y de dar mantenimiento a los Business Cycle Indicators. La meto-
dologia que usa el ¢B es la del NBER para el ciclo clésico, y asi genera los
indicadores: adelantado (conformado por 10 variables), coincidente (con
cuatro variables) y retrasado (con siete variables). Para mas informacién
sobre el cB y los indices que produce se recomienda consultar la direccién
electrénica http://www.conference-board.org.

Por su lado, la ocpE genera un Indicador Compuesto Adelantado, dise-
nado para dar sefiales tempranas sobre la situacion de la economia global
en cuanto a sus puntos de giro. El procedimiento de calculo de tal indica-
dor lo empezé a desarrollar la ocpE en la década de 1970, y actualmente
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esta referido a las tres diferentes formas del ciclo: clasico, de crecimiento y
de tasa de crecimiento, segiin se menciona a continuacién. Cabe notar que
los indicadores correspondientes al ciclo clasico se pueden obtener a partir
del ciclo de crecimiento al restaurar la tendencia. Los indicadores de ciclo
de crecimiento se estiman actualmente para 29 paises miembros de la
OCDE, seis paises no miembros y siete agrupaciones de la Eurozona. A fina-
les de 2008 se hicieron modificaciones a la metodologia (véase el sitio
http://www.oecd.org/std/cli); el cambio fundamental es que ahora se usa el
filtro de Hodrick-Prescott para extraer la tendencia y antes se usaba
el método paT. Estos métodos se describen en la siguiente seccion.

Tanto el ciclo clasico como el de crecimiento se usan en diversos paises
para referirse al estado de la economia. Por ejemplo, el cB usa la definicién
de ciclo clasico de negocios, mientras que la ocDE utiliza la de ciclo de cre-
cimiento. En este trabajo se hace referencia al ciclo de crecimiento, pero
conviene saber que el ciclo clasico o de negocios se refiere al hecho de que
la actividad de negocios disminuye y después se recupera, no respecto a su
tendencia, sino en relacién con el nivel alcanzado. Desde luego, los dos ti-
pos de ciclo estan relacionados, segin lo muestra el esquema ABCD presen-
tado por Anas y Ferrara (2004), asi como por Mazzi y Moauro (2009). Los
puntos A y B de la grafica 1 indican una fase de desaceleracion, tanto del
ciclo clasico como del de crecimiento; los puntos A y B corresponden a cres-
tas, mientras que c y D son valles. Ademads, un ciclo esta constituido por
dos fases, la ascendente o de expansion (de valle a cresta) y la descendente
o de contraccién (de cresta a valle), asi como por los puntos de giro asocia-
dos con las fases. Se aprecia que una cresta del ciclo de crecimiento anti-
cipa el valor maximo en el ciclo clasico, y el valor minimo del ciclo clasico
anticipa un valle en el ciclo de crecimiento. Sin embargo, en el ciclo de cre-
cimiento el interés radica en los puntos A y D, y para ir de A a D se debe pa-
sar por una etapa de contraccion, mientras que el paso de D a A transcurre
por una etapa de expansién. Por otro lado, como hacen notar Mazzi y
Moauro (2009), se podria presentar una fluctuacion en el ciclo de creci-
miento sin que exista la correspondiente fluctuacion en el ciclo clésico; por
ejemplo, cuando la serie muestre menor pendiente en su tendencia (lo que
se conoce como doble declive).

Para otras distinciones entre ciclos de crecimiento y clasicos se reco-
mienda consultar el articulo de Garcia-Ferrer et al. (2001). Asimismo, existe
el ciclo de aceleracion o de tasa de crecimiento (ya que considera los cambios
en el ciclo de crecimiento). Este tipo de ciclo no se usa en el presente trabajo
y, en general, es menos utilizado que los ciclos clédsico y de crecimiento debi-
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Grafica 1. Ciclos clasico y de crecimiento segun el enfoque ABcD
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Fuente: Adaptada de Anas y Ferrara (2002).

do a que estéa sujeto a fluctuaciones erraticas y de corta duracién, lo cual
hace que produzca muchas falsas alarmas (véase Anas y Ferrara, 2004).

La seccién siguiente presenta una breve definicion de los métodos para
estimar tendencia y ciclo que aqui se comparan: el PAT del NBER (que utiliza
el sicca y esta asociado al ciclo de crecimiento), el filtro de Hodrick-Presco-
tt con dos propuestas de aplicacién doble (la propuesta por la ocpE y otra
que controla la suavidad de la tendencia) y el filtro de paso de banda de
Christiano y Fitzgerald, que utiliza EUROSTAT. La seccién II compara los
distintos métodos para estimar tendencia y ciclo. Los criterios para llevar
a cabo las comparaciones miden el desemperio de los métodos en funcién
de las revisiones de los componentes ciclicos que genera cada uno de ellos.
En esta seccion se presenta un ejemplo numeérico que ilustra los resulta-
dos que se obtienen al realizar las comparaciones con datos de la economia
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mexicana. Como resultado se concluye que el método usado en la 0cDE, con
aplicacion doble del filtro de Hodrick-Prescott, es el que proporciona mejo-
res resultados para estimar tendencias y ciclos.

En la seccion III se describen los métodos del NBER, de la ocDE y de
Stock-Watson para estimar los indices ciclicos. Se usan los componentes
ciclicos de las series coincidentes y adelantadas previamente definidos, de
manera que las diferencias en los indices ciclicos sean atribuibles sola-
mente al método de calculo de los indices compuestos correspondientes.
Mientras los métodos del NBER y de 1a 0CDE son casi mecanicos, el de Stock-
Watson requiere de mayor esfuerzo para su aplicacion. La seccion IV pre-
senta una aplicacién de las tres metodologias para generar los indices ci-
clicos compuestos. Los indices coincidentes proporcionan resultados
semejantes entre si, mientras que los indices adelantados difieren, tanto
entre ellos como con referencia a la cronologia para las crestas y los valles
que obtuvo el INEGI. La tltima seccién muestra algunas conclusiones, como
es que se pudo determinar el método méas apropiado para estimar tenden-
cias y ciclos de las series coincidentes y adelantadas. Asimismo, el método
de la ocDE para generar los indices compuestos brinda los mejores resulta-
dos para la economia mexicana, pero aun con ello, no es factible predecir
apropiadamente las recesiones.

I. Métodos para estimar tendencia y ciclo

El enfoque de anélisis de ciclo de crecimiento (conocido también como
“desviacion de la tendencia”) requiere que cada una de las series del indi-
cador sea estacionaria de segundo orden, de manera que la tendencia de la
serie debe eliminarse al iniciar el estudio del ciclo. Después de ajustar la
serie de tiempo en estudio por efectos estacionales, se supone que esta
formada sélo por tendencia y ciclo, asi que la parte de la serie que no sea
considerada tendencia debe ser ciclo, y viceversa. Para formalizar esta
idea se representa la serie como un modelo de componentes no observa-
bles, es decir, si {Y,} es la serie observadaent =1, ..., N, {5} es su compo-
nente de tendencia (no observable directamente) y {c,} es el ciclo (no obser-
vable); entonces se tiene que

Y,=5+c, parat=1,..,N, (1)

donde no necesariamente se piensa que la serie observada fue generada
de esta manera, sino que ésta es una forma que captura la esencia de los



54 Victor M. Guerrero: Capacidad predictiva de los indices ciclicos compuestos

datos. La estimacion y posterior eliminacion de la tendencia resulta un
paso necesario para detectar y estimar el componente ciclico de la serie,
asi como para identificar los puntos de giro de la misma.

En este trabajo se comparan los siguientes métodos para estimar la
tendencia y el ciclo: 1) el método de Tendencia con Promedio de Fases
(pAT por sus siglas en inglés), usado por el NBER y también en asociacion
con el sicca para considerar ciclos de crecimiento; 2) el filtro de Hodrick-
Prescott (1P) doble, propuesto por la ocpg; 3) el filtro HP doble semejante
al anterior, excepto porque la primera aplicacién del filtro se hace con
suavidad controlada por el usuario; y 4) el filtro de Christiano y Fitzge-
rald (cF), que utiliza Eurostat y permite elegir el paso de banda para la
frecuencia de los ciclos.

L 1. Método PAT del NBER (utilizado en el sicca para el ciclo de crecimiento)

Este método separa la serie observada en distintas fases, de acuerdo con
las fechas de las crestas y los valles en la serie de desviaciones respecto a
un promedio mo6vil (MA por sus siglas en inglés) de 75 meses centrado. El
método consiste en varias operaciones que se realizan en forma secuen-
cial, asi que una vez que se tienen las desviaciones sefialadas: 1) se co-
rrigen los valores extremos; 2) se calculan los valores medios de la serie
para cada una de las fases sucesivas de expansion y contraccion de-
tectadas por el algoritmo de Bry-Boschan, disefiado para tal fin; 3) se sua-
vizan los valores mediante promedios méviles de dos o tres fases ad-
yacentes, y la tendencia PAT se obtiene al conectar los puntos medios; 4) se
extrapolan los 37 valores perdidos en cada extremo de la serie para com-
pensar por el efecto de aplicar el ma centrado.

El método carece de la sencillez de los métodos que se expresan me-
diante formulas, y aunque es no-lineal su complejidad es sélo aparente,
pues los calculos que involucra son en realidad relativamente simples, y
es muy flexible. La esencia del método consiste en reemplazar las fluctua-
ciones grandes de la serie por movimientos graduales y persistentes, que
es lo esperable en una serie de tendencia.

Debido a que esta basado en los datos, mas que en un modelo, los cal-
culos se realizan mediante un procedimiento de tipo “enlatado”, aunque
no todos los pasos se realizan de manera automatica sino que existen
opciones que elige el usuario en forma manual. Por ejemplo, se puede
usar una opcién para proporcionar los puntos de giro de la serie sin usar
el algoritmo de Bry-Boschan. Adicionalmente, la parte del suavizamiento
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del método usa el criterio del Mes para Dominancia del Ciclo (McD por sus
siglas en inglés) que permite asignar aproximadamente la misma suavi-
dad a todas las series a las que se aplica el método. Este criterio se define
en términos del cambio absoluto mensual de cada uno de los componen-
tes, irregular (I) y de tendencia-ciclo (C) de la serie. Se busca asi que el
cociente I/C sea menor que la unidad para definir entonces la longitud de
un promedio moévil que se aplica para suavizar y que se denomina MA
para el periodo del Mmcp. Comtinmente se pone un tope de seis meses para
el valor maximo de esta longitud, y en la practica es comin que se use un
MA de longitud de tres meses. Para mas informacién y argumentos a favor
del método PAT véase Zarnowitz y Ozyildirim (2002), y para conocer algu-
nas criticas del procedimiento se recomienda consultar el trabajo de Nils-
son y Gyomai (2008).

1.2. Filtro de Hodrick-Prescott

El filtro up propuesto por Hodrick y Prescott (1997) sirve para estimar
una serie de tendencia y surge al minimizar la funcién

My=3" (V-7 P 423 (1,21,,47,, ) @

con A > 0 una constante que establece un balance entre la fidelidad de la
tendencia a los datos y su suavidad. O sea, al escribir

F= EZI(Y’ % )2 yS =E 13(Tt'2rz-1+r;.2)2 (3)

se observa que conforme A | 0, M(A) sélo tiene en cuenta la fidelidad (F)
a los datos (o sea, 7, = Y, paratodat¢ =1, ..., N), de manera que no hay
suavidad (S), mientras que lo contrario ocurre si A 1, en cuyo caso la ten-
dencia se comporta aproximadamente como una linea recta (descrita por
,=21_,— 1,oparat =3, ..., N), sin apegarse necesariamente a los datos
observados. El uso indiscriminado del filtro up ha sido criticado por diver-
sos autores, e. g. Cogley y Nason (1995) y Park (1996), ya que puede indu-
cir ciclos espurios. Pero en otros trabajos se ha justificado su uso, ya que se
ha demostrado que funciona mejor que otras alternativas; por ejemplo,
Pedersen (2001) menciona que la definicién misma de efecto espurio es la
que podria estar equivocada. En la practica, el problema por resolver para
usar el filtro Hp es la eleccion de la constante de suavizamiento. Para ello
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se puede optar por el enfoque del dominio de las frecuencias, que conduce
a determinar primero las frecuencias que se desea eliminar con el filtro, o
bien se puede elegir el valor de A que produzca un porcentaje de suavidad
deseado para la tendencia. Estas dos opciones dan origen a las propuestas
que se indican a continuacion.

1.3. Filtro uP doble, propuesto por la 0CDE

Con respecto a la eleccién de la constante de suavizamiento, la monografia
de Kaiser y Maravall (2001) sugiere elegirla en funcién del periodo de ac-
tividad ciclica que se desea analizar, es decir, en funcion del corte de las
frecuencias bajas. La frecuencia de corte se define como aquella que per-
mite pasar 50 por ciento de la ganancia original del ciclo y retiene el otro
50 por ciento. Si se desea un corte de las frecuencias de manera que el ciclo
de referencia se complete en T meses, la formula a utilizar es (véase Mara-
vall y del Rio, 2007).
1

T 4[1-cosRz/T)I @)

Para este trabajo se eligié un punto de corte para las frecuencias de 7'= 120
meses, por lo que la constante que resulta para eliminar la tendencia, ex-
presada como fluctuaciones de baja frecuencia (aquellas que se repiten
cada 120 meses), es A =133,107.9.

Una segunda aplicacion del filtro up se utiliza para suavizar el compo-
nente ciclico por fluctuaciones de alta frecuencia que no se consideran de
cardcter ciclico. Para ello se usa un corte de 7'= 12 meses, lo cual conduce
ausar A=13.9. En consecuencia, al aplicar dos veces el filtro Hp se produ-
ce un filtro de tipo paso de banda, y la serie resultante se queda con fluc-
tuaciones ciclicas que van de 12 a 120 meses. Una justificacion de este
procedimiento secuencial del filtro HP y su interpretacién como paso de
banda se encuentra en Pedersen (2004).

1.4. Filtro HP doble con tendencia de suavidad controlada

La eleccion de la constante de suavizamiento con enfoque de suavidad
deseada surge de una idea expuesta en principio por Prescott (1986),
quien menciona que si la curva de tendencia es suave los hechos clave del
ciclo no son sensibles al procedimiento usado para cancelarla. Con esta
base, se propone usar el método propuesto en Guerrero (2008), el cual
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indica fijar primero un porcentaje de suavidad, expresado como S(A; N)%,
en donde se aprecia que la suavidad es una funcién de tal constante y del
tamano de la serie. Asi pues, para una serie de longitud determinada por
la muestra de datos disponible, una vez que se elige una suavidad desea-
da, se obtiene como resultado el valor de A. La relacién entre suavidad y
constante de suavizamiento est4 dada por

S(2; N)=1-tr[(I,+ AK,K,) /N (5)

con K,como matriz de segundas diferencias, mediante la cual se expresa
la suavidad mencionada en (3), y ¢r/./ es la operacién traza de una ma-
triz cuadrada. Aunque la relacién entre S(A; N) y A4 es relativamente
simple y de facil cdlculo numérico, no es posible expresar analiticamen-
te A como funcién de S(A; N). En el articulo de Guerrero (2008) se en-
cuentra la justificacién de (5) y también mayores detalles acerca del uso
del método.

El filtro HP con porcentaje de suavidad elegido por el usuario se pre-
sent6 originalmente para series de tiempo trimestrales, que es con el cual
trabajaron Hodrick y Prescott. Sin embargo, en las aplicaciones de este
trabajo las series son mensuales, por lo que se requiere adecuar el valor
de la constante de suavizamiento. En Guerrero (2011) se deduce la ade-
cuacién necesaria, que consiste en elegir primero la constante que produ-
ce la suavidad deseada para una serie trimestral, digamos 4, y calcular
después la constante equivalente para una serie mensual A5 mediante la
expresion

j_ ) 390204704118 x 2" para flujos 6)
> 109412+24.6471x1° para saldos.

Por ejemplo, para estimar la tendencia de una serie de tiempo de flujos
con 16 afios de datos (IV = 192) y 90 por ciento de suavidad, se obtiene pri-
mero el valor de la constante de suavizamiento para la serie trimestral
(con 64 trimestres), o sea A =180.1. A partir de este valor se obtiene la cons-
tante 1, = 12687 equivalente para datos mensuales. Nuevamente, una
segunda aplicacion del filtro HP se usa para suavizar el componente ciclico,
igual que en el método anterior. En resumen, primero se estima la tenden-
cia con un porcentaje de suavidad deseado y después se suaviza el ciclo
para cancelar las fluctuaciones de corto plazo, consideradas como parte de
la irregularidad.
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L5. Filtro de Christiano y Fitzgerald

Este filtro surge de la idea de que se puede construir un filtro ideal que
permita pasar solamente un cierto tipo de frecuencias de la serie obser-
vada, para separarla en diversos componentes, a los que se asocie con
movimientos de mayor o menor frecuencia de aparicién en el periodo de
observacion. El filtro ideal es en realidad una transformacion lineal de los
datos observados, que no altera los componentes con frecuencia dentro de
la banda y elimina los demas. Ese filtro supone teéricamente un tamafio
de serie infinito, asi que en la practica se aplica alguna aproximacion y la
serie debe admitir una representacion de tipo Caminata Aleatoria sin de-
riva (el filtro es 6ptimo sélo para este tipo de series), y si existiera deriva
en la serie en estudio deberia cancelarse antes de usar el filtro. Esta técni-
ca se utiliza en EUROSTAT por su flexibilidad para adecuarse a distintos ti-
pos de series.

Para usar el filtro cF se debe definir el periodo de oscilacién del compo-
nente que se desea aislar, asociado con los periodos bajo p; y alto p, que
satisfacen 2 < p, < p, < . Con esta definicién se preservan los ciclos de
longitud mayor que p, y menor que p,, de manera que permanecen en el
ciclo estimado. Asi pues, para estimar el ciclo {c,} de acuerdo con el modelo
(1),1a férmula de filtrado de la serie {Y,},cont =1, ..., N, es

&, =2 Y, by Y+ Y T bY, +b, Y, ()

t j=0 Jht+j

donde los coeficientes que aparecen en esta formula son, parat =3, ...,N-2,

b= sen(jc)—fen(ja), sijz1 (8
c—a 2r 2r
= ANt 9
b() T’ “ pu’ ¢ pl ' ( )
Mientras que
by ==5by= X" "b,. parat=3, .., N-2 (10)

y Et_l es la suma de las bj’ s para j=t-1,t,... Para conocer la derivacion del
filtro y detalles de su uso se recomienda consultar el articulo de Christia-
no y Fitzgerald (2003).
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I1. Comparacion de métodos para estimar tendencias y ciclos

La manera como se comparan los filtros es a través del comportamiento
que siguen las revisiones del componente ciclico, segiin se afiaden nuevos
datos a la serie en estudio. El objetivo es encontrar un método robusto que
brinde sefiales tempranas y estables de los puntos de giro. Nilsson y Gyo-
mai (2008) compararon diversos métodos, dentro de los cuales se encuen-
tran el método usado por el NBER, el filtro HP doble que se utiliza en la ocDE
y el filtro cr que se usa en Eurostat. El método de NBER resulté mejor en lo
que respecta a la estabilidad de la sefial del punto de giro, mientras que el
de cF dio resultados preferibles en términos de precisiéon numérica. Ade-
mas, encontraron adecuado que el filtro HpP doble tuviera parametros de
suavidad elegidos para eliminar el componente de tendencia con longitud
de ciclo mayor a 120 meses y el ruido de alta frecuencia de la serie con
longitud menor a 12 meses. En el presente estudio la comparacion de mé-
todos para las series de la economia mexicana incluyen el filtro Hp doble,
con la primera aplicacion del filtro #P que produce la suavidad deseada
para la tendencia y la segunda aplicacién que suaviza el ruido con fre-
cuencia menor a 12 meses.

I1.1. Series a utilizar y fechado de ciclos

La comparacién de métodos se realiza después de aplicar cada una de las
metodologias para estimar tendencia y ciclo a un grupo de variables coin-
cidentes o adelantadas respecto al ciclo econémico de México. La eleccion
de estas variables es un trabajo muy laborioso y detallado que no fue ne-
cesario realizar, porque en el INEGI ya se tenian decididas las variables a
usar para el cdlculo de los indicadores compuestos con la metodologia de
la ocpE. En el cuadro 1 se muestran las series, para las cuales se eligié una
muestra inicial de datos que va de enero de 1980! a diciembre de 1995,
mientras que las revisiones se efectian con los datos de enero de 1996 al
ultimo mes disponible en el momento de iniciar este estudio (en la mayo-
ria de los casos fue mayo de 2010).

! Algunas series tienen datos faltantes en los primeros meses, pero el cdlculo del indice
puede realizarse con sé6lo 60 por ciento de los datos.
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Cuadro 1. Series componentes de los indicadores compuestos
y sunomenclatura

Indicador coincidente Indicador adelantado

Producto interno bruto mensual (pi8)  Indice de la Bolsa Mexicana de Valores
(1BMV)

Asegurados permanentes del Instituto Tipo de cambio real (TCR)
Mexicano del Seguro Social (1Mss)

Ventas al por menor (vxm) Tasa de interés interbanc. de equilibrio (TTIE)

Indice de volumen fisico de produccién Exportaciones no petroleras (ENP)
industrial (IvFp)

Tasa de desocupacion urbana (Tpu) Indice de precios 500 acciones, EUA (1PEUA)

Importaciones totales (1) Tendencia del empleo manufacturero (TEM)

Fuente: Elaboracién propia.

En México no existe una entidad o arbitro que determine oficialmente la
entrada a, o la salida de, los periodos de recesion, como ocurre en Estados
Unidos con el comité encargado de fechar los ciclos econémicos. Un re-
cuento de como el NBER realiza la definicién y fechado de los ciclos econémi-
cos se encuentra en Moore y Zarnowitz (1986). Por esta razén, como lo mas
cercano a un fechado oficial de los ciclos econémicos, se adopta en México
la cronologia utilizada en el INEGI, la cual surgio del anélisis de los resul-
tados del sicca con referencia al ciclo clasico de negocios. Luego el INEGI
obtuvo un nuevo fechado para el indicador coincidente, con la idea de
adoptar la metodologia propuesta por la ocpE y las variables del cuadro 1.
Las fechas de las crestas y los valles con las que se determinan los ciclos
econdémicos, definidos ahora como ciclos de crecimiento, se presentan en el
cuadro 2. En lo que sigue de este trabajo la cronologia de este cuadro se
considera como ciclo de referencia “oficial” para México.

Para apreciar mejor el comportamiento de la serie referida como estado
de la economia, en la grafica 2 se presenta el indice coincidente respectivo.
Este indice se obtuvo al aplicar, primero, el método del NBER (con enfoque
de ciclo clasico) para obtener el indice coincidente, y después aplicarle a la
serie de ese indice el método del NBER, con enfoque de ciclo de crecimiento
y donde se aplico el método PAT para estimar la tendencia y el ciclo.

Con el fin de tener una serie de referencia para el indicador adelantado
que brinde una cronologia de crestas y valles y que pueda considerarse
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Cuadro 2. Fechas de crestas y valles para el indicador coincidente,
de acuerdo con la cronologia del INEGI para ciclos de crecimiento

Mes de ocurrencia Duracion en meses
Cresta Valle Contraccion Expansion Cresta-cresta Valle-valle
1981:10 1983:03 17 — — —
1985:01 1987:01 24 22 39 46
1992:03 1993:11 20 62 86 82
1994:10 1995:10 12 11 31 23
1998:03 1998:12 9 29 41 38
2000:10 2003:09 35 22 31 57
2008:05 2009:05 12 56 91 68
Promedio 184 33.7 53.2 52.3

Fuente: Elaboracién propia.

Grafica 2. Serie coincidente que refleja el estado de la economia,
obtenida con el método del NBER (sicca) para ciclo de crecimiento
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Fuente: Elaboracién propia.
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Cuadro 3. Fechas de crestas y valles para el indicador adelantado,
en comparacion con las del indicador coincidente

Indicador adelantado Indicador coincidente Adelanto en meses
Cresta Valle Cresta Valle Cresta Valle
1981:04 1982:08 1981:10 1983:03 6 7
1985:02 1988:02 1985:01 1987:01 -1 -13

1988:08 1992:09 — — — S
— — 1992:03 1993:11 — -

1994:02 1995:03 1994:10 1995:10 8 7
1997:09 1998:09 1998:03 1998:12 6 3
2000:08 2001:09 2000:10 — 2 -
2002:04 2003:03 — 2003:09 — 6

2004:03 2005:05 — — S -

2007:09 2009:03 2008:05 2009:05 8 2

Promedio* - - 6 5

Fuente: Elaboracion propia. *Se excluyen los valores negativos (cuando el indicador adelantado se retra-
sa respecto al coincidente).

cercana a lo “oficial”, en el cuadro 3 se muestran las crestas y los valles del
indice adelantado. Ahi se ven los meses con que el indicador adelantado
anticipa al coincidente; el adelantado se retrasa respecto al coincidente en
una cresta y en un valle, pero en los casos en que si anticipa adecuada-
mente lo hace en promedio con seis meses a las crestas y cinco a los valles.
La grafica 3 complementa el cuadro 3 al mostrar la serie del indicador
adelantado equivalente al de la grafica 2.

Es de subrayar que las series que se usan al estimar tendencias sur-
gen del procedimiento de ajuste estacional; posteriormente se ajustan
por valores extremos y acto seguido se expresan en logaritmos, excepto
cuando la serie contiene valores negativos (que es el caso de TEM) o cuan-
do la variable es ya una tasa (Tpu y TiE). Las tendencias se obtienen con
el procedimiento que se haya elegido para este fin, y la serie de tenden-
cia en la escala original se obtiene al aplicar el antilogaritmo a los datos
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Grafica 3. Indicador adelantado obtenido con el método del NBER (s1cCA)
para ciclo de crecimiento y cronologia “oficial”
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Fuente: Elaboracién propia.

previos (si es que antes se aplicé el logaritmo). En cambio, el ciclo que
surge de quitarle la tendencia a la serie en logaritmos es el que se utiliza
para calcular los indices coincidente y adelantado con los métodos de
NBER y OCDE.

I1.2. Criterios para efectuar las comparaciones

Para comparar los métodos de estimacion de tendencia y extraccién de
ciclo, los criterios que se usan en este trabajo son los recomendados por Di
Fonzo (2005) y empleados por Nilsson y Gyomai (2008). Estos permiten
contrastar empiricamente los métodos a través del comportamiento de las
revisiones en el ciclo estimado, conforme se incluyen nuevos datos en el
calculo. El valor estimado del ciclo para el periodo ¢, que utiliza informa-
cién hasta el tiempo ¢+i, esta dado por ¢, ,,;, de manera que la revision de
la estimacion realizada con informacion disponible en el periodo t+i-1, es

R ,=c

A

=€ rin1 (11)

tt+i
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Asi, para cada valor de i se tiene una nueva “cosecha” de datos y de revisio-
nes. Se supone que existen suficientes cosechas de revisiones (i =1, ..., n)
como para efectuar un andlisis de las mismas. Otra forma de cdlculo de
revisiones se basa en la expresion de la revision acumulada a partir del
primer periodo en que se efectud la estimacién del ciclo
, ~ ~

R, =Ci=Cy (12)

Las comparaciones se basan en las siguientes medidas, resumen del com-

portamiento de las revisiones, conforme se afiaden nuevos datos a la serie
y se vuelve a estimar el ciclo.

Revision Media: RM=/A,=3"" R, /n (13)

Revisién Absoluta Media: RAM = }"" |R, |/n (14)

Desviacion Estandar de las Revisiones:

DER= O =\/Zj=l(Ri,,—/:€-)2/ (n—1) (15)

Revision Absoluta Acumulada: RAA = Z 11 (16)
Autocorrelacion de las Revisiones:

RAR= Z; (Ri,z _ﬁi) (Ri,t—l _'Eli) /n&l.z (17)
Estadistico ¢ corregido®: t,,, = i,/ 6, (18)

con

Oy = \/n(n 1{2( L ;) Z(R,t )R, \~it) E(R” —)(R,,_~ ﬂl)}

Sesgo condicional (centrado): SC = Z;Sgn(@, ot ~100)R; /' (19)

con sgn(.) la funcién que asigna el signo al argumento entre paréntesis.

2 Con correccién por heteroscedasticidad y autocorrelacién de primer orden, segin Newey
y West (1987).
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Cambio de signo: CS = #{sgn(c,,,,,—100) #sgn(c,,,,—100)} /n  (20)

donde #{.} asigna el nimero de elementos que tiene el conjunto dentro de
las llaves.

Cambio de direccién:

CD = #{Sgn(éz,rﬂ'—l z 1,t+i— 1) # Sgl’l(Ct t+i t 1t+i )}/l’l (21)

Para establecer las comparaciones se forman tres bloques de medidas re-
feridos como: 1) tamaio de las revisiones; 2) sesgo y autocorrelacion en
las revisiones; 3) senal contenida en el ciclo. El primero de estos bloques
considera las medidas: RAM, que mide el tamano de las revisiones sin con-
siderar el signo, e incluye sesgo potencial por no estar centrada en la me-
dia; DER, que mide la dispersion global de las revisiones y corrige el sesgo
potencial que pudiera existir en ellas, ademas de enfatizar mas los valores
extremos en comparacion con RAM;y RAA, que mide la magnitud acumu-
lada de las revisiones desde la primera estimacion del ciclo que se realice,
y que no tiene correccién por sesgo.

El segundo bloque incluye medidas acerca de la calidad de los ciclos, es
decir: RM es un reflejo del sesgo que pudiera presentarse al estimar el ci-
clo y que deberia ser cercano a cero para que el método sea adecuado; ¢,
tiene como distribucion asintética la Normal estandar y permite probar la
hipétesis nula de que la media de las revisiones no difiere de cero, es decir,
que el sesgo no es significativo en términos estadisticos; RAR indica la
existencia de informacion desaprovechada en las revisiones pasadas, por
lo cual un método con valores grandes de RAR se considera ineficiente; SC
mide el tamafio promedio de las revisiones y asigna a las revisiones por
arriba de la tendencia el signo contrario que a las revisiones por debajo de
ella, asi que valores positivos indican sesgo hacia la tendencia y negativos
indican que las revisiones tienden a alejarse de ésta.

El tercer bloque de medidas considera cambios, tanto de signo (CS)
como de direccién (CD), en las sefiales generadas por los ciclos. CS permite
determinar las fases del ciclo, es decir, cuantas veces la revision de la esti-
macion inicial cambia de abajo hacia arriba de la tendencia y cudntas ve-
ces lo hace a la inversa. Por su parte, CD se mide en porcentaje y mide las
veces que el componente ciclico de la serie cambia de creciente a decre-
ciente, y lo mismo en sentido inverso.

Los célculos de los diversos criterios de comparacion se efectuaron con el
programa Cyclical Analysis and Composite Indicators Software (CACIS),
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desarrollado por la ocDE (véase Nilsson y Gyomai, 2008). Primero se hace
el ajuste estacional de cada una de las series en consideracion, y para ello
se elige una descomposicion multiplicativa o aditiva. El programa cacis se
usa dentro del marco del ajuste estacional del paquete TRAMO-SEATS, asi
que se efectud la correccién de observaciones extremas y se eligié de ma-
nera automatica la descomposicion multiplicativa para casi todas las se-
ries, excepto IMPT, IVFP y TEM.

11.3. Ejemplo ilustrativo de las comparaciones realizadas

Los resultados de las comparaciones efectuadas se presentan a través de
graficas como las que se muestran a continuacién para el ivrp. Los calculos
y las correspondientes graficas para las demads series, tanto coincidentes
como adelantadas, fueron realizados por la Direccién de Estudios Econo-
métricos de la Direccion General del Servicio Pablico de Informacion del
INEGI, y el lector interesado en obtenerlas debera solicitarlas a esa Direc-
cion. El periodo mensual de 1980:01 a 1995:12 se utiliza en este caso para
efectuar la estimacion inicial de la tendencia y el ciclo. Al ciclo se le estan-
dariza primero y se le suma 100 para que fluctie alrededor de este valor.
Conforme se incrementa el tamano de muestra (mes a mes, segun se in-
cluyen nuevas cosechas de datos) se repite el procedimiento de estimacién
y estandarizacion del ciclo. Esto se hace en el presente caso para los meses
de 1996:01 a 2010:03 y se realiza entonces el analisis de las revisiones.

La comparacién de los distintos métodos se efecttia para elegir el que
brinde respuesta méas rapida para detectar puntos de giro, que presente
menos revisiones y que éstas sean pequenias y tempranas. En las graficas
4a y 4b se muestran los resultados para el bloque de medidas del tamafio
de las revisiones; alli se debe poner atencién en lo que ocurre en la parte
central, porque los extremos estdn muy influenciados por el nimero de
datos usado en las comparaciones. Por ello conviene concentrase en el pa-
trén mostrado por las cosechas de datos (numeradas en el gje horizontal),
entre 30 y 140. En estos casos, las menores RAM y DER surgen con los fil-
tros HP dobles, mientras que la menor RAA surge con el método cF.

Respecto al bloque de medidas sobre la calidad de los ciclos de las gra-
ficas 5a y 5b, la RM mads cercana a cero se obtiene con el método HP (12,
90%); el criterio ty, tiende a mantenerse dentro del intervalo (-2, 2) para
todos los métodos, excepto en el caso de las ultimas cosechas; la menor
RAR corresponde a los métodos CF y de NBER; y estos dos métodos muestran
sesgo condicional (SC) mas volatil en general.
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Grafica 4a. Tamarfio de las revisiones: revision absoluta media
02

0.15+

0.1+

0.05

HP (12-120) HP(12-90%)  -=----- CF —NBER

Fuente: Elaborada por la Direccién de Estudios Econométricos del INEGT con el programa de cémputo
cAcrs de la OCDE.

Grafica 4b. Tamano de las revisiones: desviacion estandar y revision
absoluta acumulada
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Fuente: Elaborada por la Direccién de Estudios Econométricos del INEGI con el programa de cémputo
cAcrs de la OCDE.
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Grafica 4b. Tamario de las revisiones: desviacién estandar y revision
absoluta acumulada (continuacion)
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Fuente: Elaborada por la Direccién de Estudios Econométricos del INEGI con el programa de computo
cacrs de la ocDE.

Las graficas 6a y 6b permiten apreciar el comportamiento de las medidas
del tercer bloque, es decir, de los cambios CS y CD, y es claro que las mejo-
res sefiales son las de los ciclos generados con los métodos Hp doble. Inclu-
so se aprecia que el método HP (12, 120) genera senales mas estables que
las de 5P (12, 90%).

Con el fin de esclarecer las comparaciones se opt6 por asignar una cali-
ficacién numérica a los diversos criterios utilizados, segin se muestra en
el cuadro 4 donde se observan las puntuaciones asignadas en una escala
del 1 (malo) al 3 (bueno).

Puntuaciones similares a las del cuadro 4 para cada una de las series
que conforman los indicadores compuestos coincidente y adelantado con-
dujeron al resumen de resultados del cuadro 5. A partir de este resumen
de resultados se decidié que la metodologia para estimar las tendencias y
los ciclos de las series mexicanas en estudio deberia ser la que se basa en
HP (12, 120). Es con este método que se obtuvieron las series de tendencia
y ciclo mostradas en las graficas 7a, 7b y 7c para las series coincidentes,
asi como las graficas 8a, 8b y 8c para las series adelantadas. Cabe notar
que en tales graficas el eje del lado derecho corresponde al ciclo.
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Grafica 5a. Sesgo y autocorrelacion en las revisiones: revision media
y estadistico ty,
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Fuente: Elaborada por la Direccién de Estudios Econométricos del INEcI con el programa de cémputo
cacrs de la ocDE.
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Grafica 5b. Sesgo y autocorrelacion en las revisiones:
autocorrelacién de primer orden y sesgo condicional.
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Grafica 6a. Serial contenida en el ciclo: cambio de signo
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Grafica 6b. Senial contenida en el ciclo: cambio de direccién
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Cuadro 4. Evaluaciéon de los resultados del andlisis de las revisiones

para IVFP

Criterio Puntuaciones y comentarios
HP (12, 120) HP (12, 90%) NBER CF

RAM 3 2 1 1
Valores muy Valores pequefios ~ Valores altos en Valores altos al
pequerios en en general. general. principio, con

general. decaimiento a cero.

DER 3 2 1 1
Valores muy Valores pequeiios ~ Valores altos en Valores altos al

pequeiios en general. general. principio, con
en general. decaimiento a cero.

RAA 2 2 2 3

Valores medianos. Valores medianos. Valores medianos. Valores pequertios.

RM 3 3 3 3

Sesgocercanoa  Sesgocercanoa  Sesgocercanoa  Sesgo cercano a
cero. cero. cero. cero.

L 2 2 3 3

Valores no Valores no Valores no Valores no
significativos, significativos, significativos. significativos.
excepto quizasal  excepto quizas al
final. final.
RAR 1 1 3 3
Autocorrelaciones Autocorrela- Autocorrela- Autocorrela-
altas ciones altasy  ciones cercanasa ciones cercanas a
y oscilantes. oscilantes. cero. cero.
sc 3 3 3 3
Sesgo condicional ~ Sesgo condicio- Sesgo condicio-  Sesgo condicional
pequerio nal pequefio en nal pequefio pequefio
en general. general. en general. en general.

cS 3 2 1 1

Oscilaciones Oscilaciones Fluctuaciones Fluctuaciones
persistentes, pero persistentes persistentes persistentes
pequenas. y medianas. y grandes. y grandes.

CcD 2 2 3 1
Oscilaciones Oscilaciones Pocas Oscilaciones
moderadas y moderadas oscilaciones altas

aisladas. y aisladas. y aisladas. y persistentes.

Fuente: Elaboracién propia.
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Cuadro 5. Evaluacion de métodos para las series componentes
de los indicadores compuestos coincidente y adelantado

Serie Meétodo para estimar tendencia y ciclo
HP (12, 120) HP (12, 90%) NBER CF

PIB 23 23 18 17
IMSS 22 18 19 22
VXM 22 19 14 22
IVFP 22 21 19 20
TDU 18 20 16 22
IT 22 21 16 22
Subtotal 129 122 102 125
IBMV 21 20 24 17
TCR 21 20 16 17
TIIE 19 20 23 16
ENP 21 20 15 17
IPEUA 16 17 18 19
TEM 20 19 18 19
Subtotal 118 116 114 105
Total 247 238 216 230

Fuente: Elaboracion propia.
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Grafica 7a. Series originales, de tendencia y ciclo, para las variables
coincidentes: PIB (arriba) e mss (abajo)
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Grafica 7c. Series originales, de tendencia y ciclo, para las variables
coincidentes: TpU (arriba) e 1T (abajo)
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Grafica 8b. Series originales, de tendencia y ciclo, para las variables
adelantadas: TiE (arriba) y ENP (abajo)
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ITI. Métodos para estimar los indices ciclicos

Para generar los indices compuestos, en este trabajo se hace uso de las
metodologias del NBER, de 1a ocDE y de Stock-Watson, descritas a continua-
cion.

II1.1. Método del NBER

En este caso, el método del NBER se utiliza después de eliminar la ten-
dencia de las series previamente desestacionalizadas. El diagrama 1
muestra los pasos que se siguen para obtener el indice compuesto.

Ya que se tienen separados los componentes de tendencia y ciclo, se
trabaja con este dltimo. Se utiliza la misma nomenclatura que en el proce-
dimiento del NBER para ciclo clasico; la referencia de donde se obtuvieron
las expresiones que se enumeran a continuacién es INEGI (2010). Para co-
menzar, primero se calculan los cambios mes a mes de cada una de las
seriesz;, coni=1,...,k (k=6 debido a que estas son las series que compo-
nen los indices compuestos coincidente y adelantado) mediante la formula
de cambio porcentual simétrico

( it~ it.1)
2, =200 (222)

(Ci,t + Ci,t.l)

Diagrama 1. Procedimiento del NBER para calcular los indices
compuestos con enfoque de ciclo de crecimiento

Obtener los cambios

. Agregar las series
mes a mes de las series

Estandarizar

Rebasificar el indice Calcular el indice

Fuente: Elaboracién propia.
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o bien, si la serie es un porcentaje o una tasa, como

2, =€~ Ciy oy (22b)
donde ¢, , es el componente ciclico de la serie i en el tiempo ¢ =1, ..., N.
En caso de que la serie muestre un patron contrario al ciclo de la actividad
econdmica se aplican las expresiones (22) con signo negativo. Después se

estandarizan los cambios conforme a

12
2 N-1°

VA (23)

it = Wiy

con w; = I/Zf\i

donde w; es el factor de estandarizacién.
Posteriormente se agregan las series al promediar los cambios mes a
mes, 0 sea

k
It = Eiilzi,t /kt (24)

donde %, indica el nimero de series disponibles en el mes ¢, que puede ser
menor que k. Este resultado también se estandariza y se ajusta por ampli-
tud para obtener

r= g;iﬂ # I P (25)
con P el promedio de los valores absolutos de los cambios del indice de
produccién industrial para un periodo determinado. Se obtiene asi un in-
dice ciclico IC, que toma el valor 100 para ¢t = 1 y de ahi en adelante se
calcula recursivamente como

Ic,=1C, ;gg%f : (26)

Finalmente, para una mejor interpretacion, el indice ciclico se rebasifica
con la base 2003 = 100 al dividir entre el promedio de los valores del indice
anterior para el ano 2003 y multiplicar por 100.

1I1.2. Método de la ocDE

Al igual que con la metodologia anterior, la de la ocDE puede mostrarse
esquematicamente de acuerdo con el diagrama 2, en donde las series del
ciclo que se usan son las que resultan de eliminar la tendencia de las se-
ries ajustadas por estacionalidad.
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Diagrama 2. Procedimiento de la ocDE para calcular indices ciclicos
(enfoque de ciclo de crecimiento)

Estandarizar el

o Agregar para obtener
componente ciclico gregarp

el indicador

Estandarizar

Fuente: Elaboraci6n propia.

Después de separar los componentes de tendencia y ciclo se estandariza
este ultimo, ya que las series componentes tienen diferentes unidades de
medicion y variabilidad. La expresion que se usa es

Z,=(c, @)/ 3,

Ltc

(27

donde c; es el promedio del ciclo para cada una de las variablesi= 1, ..., &
(con £ = 6). Una vez estandarizada cada serie, se agregan todas ellas por
medio de las tasas de crecimiento promedio entre dos periodos consecuti-
V0s, como sigue

1,=100, I,= M*I_l parat=2,....N (28)
i= 1Zi,t—1 8i,z-1
donde §;,, es una variable indicadora que toma el valor 1 si se cuenta con
el dato para la variable Z, ,, y es 0 en otro caso. Por iltimo, con fines practi-
cos, se estandariza el indicador de tal manera que los resultados fluctien
alrededor de 100 mediante la expresién

IC,=(-D)/ 3| It&f |+100 parat=1,...,N. (29)

Para mayores detalles se recomienda consultar la monografia oecp (2008).
II1.3. Método de Stock-Watson

El enfoque de Stock y Watson (1989, 1991) permite obtener los indices
compuesto y adelantado a partir de desarrollos basados en modelos esta-
disticos formales. Segin este enfoque, las variables macroeconémicas tie-
nen un movimiento comin que denota el estado global de la economia y
que puede ser capturado por un factor latente, que no es observable direc-
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tamente. El problema consiste en estimar el estado de la economia en el
momento actual, a partir de su relacion contemporanea con diversas varia-
bles macroeconémicas mediante un indice coincidente. Por su lado, el indi-
cador adelantado se obtiene como pronéstico del estado de la economia.

El modelo propuesto por Stock y Watson (1991) para el indice coinci-
dente se expresa mediante el siguiente sistema de ecuaciones, donde apa-
recen las variables X, ..., X}, que se suponen integradas de orden 1, de
manera que son estacionarias en diferencias, asi como el factor comtn C,
que se desea estimar para el periodo muestral, =1, ..., N,

X i=Bi+7Ci+u,,. (30)

La constante 8; también se estima a partir de los datos observados y el
error aleatorio se supone que forma una sucesién {«, ;} cuyo comporta-
miento se describe como

u;, =d; U1t €y (31)

parai=1,...,k,en donde los d; son los parametros de los £ modelos de tipo
Auto-Regresivo (AR) involucrados, los cuales deben ser estimados. {e; ;} es
una sucesion de choques aleatorios no correlacionados entre si e idéntica-
mente distribuidos como N(0, 0?), que ademas son mutuamente no-corre-
lacionados con {e; ;}, para i = j (esto implica no-correlacién mutua entre las
sucesiones {u; ;}). A su vez, el factor comun se supone que se puede repre-
sentar en forma AR, como

C,-8=¢(C, -0+, (32)

con 8y ¢ parametros por estimar, y {7,} es otra sucesién de choques alea-
torios no autocorrelacionados y mutuamente no-correlacionados con los
errores {e; J,i=1,..., k.

En este estudio, las X; de (30) son consideradas en forma de componen-
te ciclico, de manera que, contrario a la especificacion de Stock y Watson
(1991), no es necesario suponer que son integradas de orden 1, y seran
referidas a las correspondientes & = 6 variables coincidentes: X; = ciclo de
PIB, X, = ciclo de IMSS, X; = ciclo de vxM, X, = ciclo de IVFP, X, = ciclo de TDU
y X, = ciclo de IT. Por lo tanto, C no es integrada de orden 1, sino un factor
estacionario que es comun a todas las variables. Al método asociado con
este modelo se le llama Sw de aqui en adelante.
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Las series adelantadas se agregan al modelo para ayudar a predecir el
estado de la economia; para ello se reemplaza la ecuacién (32) por el siste-
ma de ecuaciones

Ct = Mc+)tccct —1+2J6:1 )tchj,t—1+ pc,t (33)
Y, =u+A,C,, 7 (34)

donde Y}, son los componentes ciclicos de las variables adelantadas, es
decir: Y, = ciclo de IBMV; Y, = ciclo de TCR; Y, = ciclo de TIIE; Y, = ciclo de ENP;
Y = ciclo de IPEUA; y Y = ciclo de TEM. Por su lado, A, A, 4, ¥ A; son
coeficientes que ponderan las variables retrasadas un periodo, mientras
que u, y u;son constantes que reflejan el nivel de las respectivas variables.
Ademds, 7, y v, son errores aleatorios que cumplen con ser no autocorre-
lacionados y mutuamente no-correlacionados.

Las ecuaciones anteriores no se estiman en la forma como se acaban de
presentar, debido a que (30) contiene dos parametros que no pueden esti-
marse por separado pues estan ligados mediante E(X)) = 8.+ 6. Por tal
motivo, para realizar la estimacion por maxima verosimilitud conviene
que las variables se expresen en forma estandarizada. Como las variables
en realidad son componentes ciclicos con media 100, se estandarizan me-
diante x,, = (X;,— 100)/sy; y y,,=(Y,, = 100)/sy;, con sy, y sy, las desviacio-
nes estandar muestrales de las variables respectivas. De esta manera, el
modelo se expresa como

xX,=%Yc+u, ,parai=1,...,6 (35)
=du,, +e, parai=1,...,6 (36)
A€y 1+2 AYin 1+ (87

= Nt ALYt paraj=1,...,6 (38)

donde el indice coincidente es ahora c,= (C,— C)/5.. Conviene notar que en
(35), ademas del componente c,, comun a todas las variables pero que se
pondera de manera distinta en cada ecuacion, hay un elemento idiosincra-
tico, u; ,, propio de cada una de ellas. Se desea estimar el valor ¢, a partir de
los datos de las variables observadas hasta el tiempo ¢, 0 sea de la suce-
sion de vectores x, = (x, ,, ..., %, V¥, =, .., ¥g,) cont=1,...,N,loque
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implica obtener la esperanza condicional E(c, |x,, ..., xy,y,, ..., ¥,) para lo-
grar la estimacion lineal 6ptima en el sentido de Error Cuadratico Medio
minimo. Para ello se usa el filtro de Kalman, que requiere expresar el mo-
delo como un sistema de espacio de estados. Dicho sistema consta de dos
ecuaciones, una de observacion (o medicién) y otra de estado (o de transi-
cién); la primera relaciona las variables observadas con el vector de esta-
dos y la segunda muestra la evolucion de dicho vector. El vector de estados
es a,=(c,y’, w,) ylaecuacién de observacion se escribe como

;i) =za, (39)

que premultiplica el vector de estados por la matriz Z, de dimension
12 x 13, dada por

y, 0 0 00001 0 0 0 0O

vy, 0 0 0 0 00 01 0 O0 0 O

¥y 0 0 0 0 00O 01 0 0 O

vy, 0 0 0 0 0 00O O 1 0O

Y 0 0 0 0 00 00 0 0 10
Z=]v90 0 0 0 0 0 0 0 0 0 0 1 (40)

010 0 0 0O O OO OO0 TO0TUO0

0 0100 0 0 0O O0OOTO0OTUO0OTFUO

0 001 00 0 0 0 O0 000

0 0001 0 0 O0OO0O OO0 TO0TO0

0O 000 01 0 O0O0OO0OTO0OO0TO0

0O 000 0 01 0 O0O0OO0OTO0TO0

La ecuacion de transicién toma la forma

a,=Ta, +w,, (41)

- ;.
con W, = Wep, Vi Vay Vi Vap Vs Vor €1 €op €31 €4 €50 eG,t) , mientras
que la matriz T es de dimensién 13 x 13 y esta definida como
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Ay Ay Ag Ag Ay Ay Ag 0 0 0 0 0 0
A, Ay 00 0 00 0O 0 0 0 O
Ay 04, 0 0 0 0 0 0 0 0 00
A, 0 0 43 0 0 0 0 0 0 0 0 O
A, 0 0 0 A, 0 0 0 0 0 0 0 0
A, 00 0 0 A, 0 00 0 0 0 O

T= 2 0 0 0 0 0 A, 0 0 0 0 0 0 (42)
000 0O0O0O0OGdOTOTO OO O
000 0OO0UOTUO0OGdOUOUO OO0
00000 O0O0TUO0O0OGd 000
000 0O0O0O0O0O0O0Gd 00
00000 O0O0TUO0UO0O0O0Gd O
00000 O0O0O0O0O0 0 0 d

Al expresar el sistema de esta manera, el filtro de Kalman permite esti-
mar los parametros y el indice coincidente. Luego deberia realizarse un
analisis de los residuos del modelo para verificar su adecuacion a los datos
disponibles. Sin embargo, la evidencia empirica acumulada indica que es-
tos modelos presentan violaciones a los supuestos aunque sus resultados
desde el punto de vista del fenémeno que se estudia sean razonables (véa-
se al respecto Carriero y Marcellino, 2007). Por otro lado, conviene citar a
Kim y Nelson (1999, p. 53) donde se demuestra que la ganancia de Kal-
man converge a su valor de equilibrio debido a que las variables entran en
forma estandarizada (en Kim y Nelson sélo se pide que estén expresadas
como desviaciones respecto a sus medias), asi que la aplicacion del filtro
de Kalman es apropiada en el presente caso.

Conviene senalar que el modelo de espacio de estados es invariante en
el tiempo (en el sentido de Harvey, 1994, cap. 3). De hecho, si las variables
coincidentes entraran en el modelo en niveles, el modelo original de Stock
y Watson careceria de la propiedad de “estado estable”, la cual se requiere
para que la funcién de verosimilitud del modelo de espacio de estados pue-
da maximizarse, en términos numéricos, asi como para interpretar de ma-
nera formal los resultados del modelo. Esto fue subrayado en los trabajos
de Nieto y Melo (2001) y Melo et al. (2002). Sin embargo, en el primero de
esos articulos se demuestra que si las variables son integradas de orden
cero, el modelo si tiene la propiedad de estado estable y eso es lo que ocu-
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rre en la aplicacion al caso que aqui se presenta para México, al igual que
en el modelo que utilizaron Kim y Nelson (1999).

Los problemas practicos de estos modelos incluyen la falta de especifi-
cacion, para lo cual se ha propuesto usar métodos no-paramétricos y obte-
ner indices ciclicos distintos a los aqui mostrados. También se puede recu-
rrir a la robustez de los resultados respecto a la similitud de patrones que
surgen con distintas especificaciones, de manera que no se juzgue la espe-
cificacion y se considere el modelo como un filtro disenado para generar
los indices ciclicos. Este ultimo razonamiento se aplica en este trabajo
para mantener como valida la especificacién AR de orden 1 de la expresién
(36), sin cuestionar siquiera la necesidad de usar un mayor namero de
retrasos.

Un problema adicional se presenta cuando el indice incorpora tres o
mas variables, ya que al maximizar la funcién de verosimilitud se encuen-
tra que tiene muchos maximos locales o es plana en algunas regiones,
como lo sefiala Nieto (2003). Esto mismo ocurrié en los trabajos de Ruiz
(2006) y Fernandez (2008) al estimar los modelos respectivos. Por esto se
han buscado estrategias alternativas para la estimacién, como la de Cas-
tillo y Nieto (2008) quienes aplicaron el muestreador de Gibbs que se usa
en Estadistica Bayesiana. En los casos citados las series se encuentran
expresadas en niveles, no en cambios como en el presente estudio; sin em-
bargo, también aqui se enfrentaron dificultades al estimar el modelo por
maxima verosimilitud y se requiri6 de un gran esfuerzo para elegir valo-
res iniciales apropiados para los parametros en la subrutina de estima-
cién no-lineal empleada. Asimismo, a sugerencia de un arbitro, conviene
recordar que las series de tiempo carecen de efectos estacionales porque
contienen solamente la parte ciclica de los indicadores respectivos (libres
por lo tanto de estacionalidad y tendencia).

IV. Aplicacion a las series de la economia mexicana

Esta seccion presenta los resultados de la aplicacion de los métodos de
calculo del NBER, de la ocDE y de sw a las series de la economia mexicana.
Los calculos requeridos por los métodos del NBER y de la ocDE son de facil
realizacién y no se presenté ninguna situacién extraordinaria. En cam-
bio, la especificacion de la ecuacion (38) para el método de sw se tuvo que
modificar debido a que la estimacién de los pardmetros A; arroj6 valores
practicamente iguales a la unidad en las seis ecuaciones correspondientes
(j=1, ..., 6), motivo por el cual se reestimé el modelo con esa restriccion,
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y es por ello que no se presentan dichos coeficientes estimados. Los resul-
tados de la estimacion del modelo se resumen en los cuadros 6 a 9, aun-
que debe recordarse que todas las ecuaciones se estimaron en forma si-
multanea.

La estimacién se realiz6 con un programa similar al empleado por Fer-
nandez (2008) en el paquete computacional raTS, Version 7.2 (distribuido
por la empresa Estima, http://www.estima.com). La subrutina de estima-
ci6n no-lineal empleada fue la de Broyden, Fletcher, Goldfarb y Shanno, y
la convergencia de los coeficientes estimados se logré a las 117 iteraciones,
con lo cual se obtuvo el valor 2609.253 para la log-verosimilitud. Cabe re-
cordar que no se presenta la verificacién de los supuestos del modelo de
sw debido a que se trata esta metodologia de manera semejante a las
otras dos, es decir, como un algoritmo de calculo cuya validez se juzga en
relacion con los resultados que produce. En este caso la validacion se efec-
tua respecto a la adecuacion del indice para representar el estado presen-
te de la economia (indice coincidente) y su respectiva anticipacion con el
indice adelantado.

1IV.1. Obtencion de indices coincidentes

El cuadro 6 presenta los resultados de la estimacion de la ecuacién (35). Se
ve que las ponderaciones asociadas a cada una de las variables en la ex-
presion del indice coincidente son significativamente diferentes de cero,
de manera que todas ellas afectan el indice, pero la mayor influencia la
ejercen PIB, IT e IVFP (esto se concluye porque los componentes ciclicos de
las variables entran al modelo en forma estandarizada).

Cuadro 6. Parametros estimados de la ecuacion (35)

Pardmetro Variable Estimacion Error  Pardmetro Variable Estimacion Error

estandar estandar
7 PIB 0.139 0.006 Yy IMSS 0.089 0.004
A VXM 0.078 0.005 A IVFP 0.113 0.004
¥s TDU -0.103 0.006 Y% IT 0.125 0.006

Ecuacién (35):x;, = %, ¢,+u; ,para i =1, ..., 6.
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Los resultados de la estimacion de la ecuacion (36) se observan en el cua-
dro 7, donde se aprecia que todos los coeficientes son cercanos a la unidad,
pero aun asi producen representaciones estacionarias para los respectivos
modelos AR.

Cuadpro 7. Parametros estimados de la ecuaciéon (36)

Pardmetro Estimacién — Error 0, Pard-  Estimacién Error 0;
estdndar metro estdndar
d, 0.974 0.014  0.002 d, 0.992 0.007  0.005
d, 0.992 0.007  0.010 d, 0.986 0.010  0.004
d, 0.985 0.010  0.009 d, 0.982 0.010 0.014
Ecuacién (36): u,;, = du;, ,+e;, parai=1,...,6.

Fuente: Elaboracién propia.

La estimacién de la ecuacién (37) se resume en el cuadro 8 y puede
verse que el indice coincidente tiene una inercia muy alta (A, = 0.892) pero
con patrén estacionario; asimismo, los efectos de las variables adelanta-
das, excepto la 4, son todos significativos, y las variables 2, 3 y 4 (TCR, TIIE y
ENP) contribuyen negativamente a la explicacién de c,.

Cuadro 8. Resumen de la estimacion de la ecuacion (37)

Parametro Estimacion Error Pardmetro  Estimacion Error
estdndar estandar
A 0.892 0.011 — — —
A 0.254 0.075 A -0.335 0.107
A -0.226 0.086 Aes -0.123 0.080
A 0.398 0.087 A 0.667 0.083

c6

Ecuacién (37): ¢, = A.c,, + ZJ: /lcjyj,t_16+ v,
Fuente: Elaboracion propia.

La estimacién de la ecuacién (38) se resume en el cuadro 9, donde se apre-
cia que el indice coincidente afecta significativamente cada una de las
variables adelantadas.
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Cuadro 9. Resumen de la estimacion de la ecuacion (38)

Variable Pardmetro Estimaciéon Error Variable Pardmetro Estimacién Error

estdndar estandar
IBMV ,[lc -0.008 0.001 TCR /120 0.006 0.001
7, 0.037 0.003 T 0.024 0.001
TIE /lsc 0.008 0.001 ENP /14c -0.007 0.001
Ty 0.031 0.002 7 0.030 0.002
IPEUA /[5C -0.008 0.001 TEM /lsc -0.017 0.001
Ty 0.022 0.001 T 0.023 0.001

Ecuacién (38):y;,= A,c,, +y,,.,+ ¥, ,, paraj=1, ..., 6.
Fuente: Elaboracién propia.

Grafica 9. Indices coincidentes obtenidos con los métodos: NBER,
OCDE y SW
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Una manera sencilla de mostrar los resultados logrados con los diferentes
métodos es con graficas de las series de los indices coincidente y adelanta-
do para cada método. Las series de indices coincidentes aparecen en la
grafica 9, donde al indice surgido del modelo sw se le sumé 100 para hacer-
lo comparable con los otros dos indices. La inspeccion visual de esta grafi-
ca permite apreciar que los tres métodos brindan resultados parecidos,
aunque el indice del NBER tiene més fluctuaciones hacia arriba que los
otros dos, cuyos comportamientos son semejantes a simple vista.

Por otro lado, el cuadro 10 muestra las diferencias en los puntos de
giro de los tres métodos en consideracion, en relacién con las fechas “ofi-
ciales” para el estado de la economia mexicana. Los tres indices compues-
tos producen cronologias ciclicas semejantes a la “oficial”, pero los resul-
tados del NBER y de la ocDE son mejores que los de sw por la menor
discrepancia media que producen. Es notorio que los tres indices sefialan
un ciclo faltante en la cronologia “oficial”, con cresta y valle ubicados en-
tre octubre (0 noviembre) de 1987 y mayo (o julio) de 1988, lo cual podria
deberse a la cercania de fechas y a la poca profundidad mostrada por el

Cuadro 10. Fechas de crestas y valles para los indices coincidentes,
en comparacion con las fechas de la cronologia “oficial”

Cronologia oficial Indice NBER Indice ocpe Indice sw
Cresta  Valle Cresta  Valle Cresta  Valle Cresta  Valle
81:10  83:03 81:10  83:06 81:11  83:04 81:11  83:06
85:01 87:01 85:01 87:01 85:04 87:01 85:07  86:12

— — 87:11  88:07 87:10  88:05 87:10  88:07

92:03  93:11 92:03  93:11 92:04  93:10 92:06  93:06
94:10  95:10 94:10  95:10 94:08  95:08 94:08  95:08
98:03  98:12 98:03  98:12 98:03 9811 98:03  99:01
00:10  03:09 00:10  03:09 00:08  03:09 00:10  03:09
08:05  09:05 08:05  09:05 08:05  09:05 08:04  09:05

Discrepancia 0 -0.4 0 0.4 -1 0.6

media*

Fuente: Elaboracion propia. *Expresada en meses, y no considera el ciclo de 87:11 (o bien 87:10) a 88:07
(o bien 88:05).
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ciclo. Quiza convendria incluir en la cronologia “oficial” para el estado de
la economia (o indice coincidente) dicho ciclo complementario.

IV.2 Obtencion de indices adelantados

Los resultados de los indices adelantados se muestran en la grafica 10.
En el caso del método sw, el indice se obtuvo mediante prondsticos seis
periodos hacia adelante del respectivo indice coincidente y, posiblemente
debido a la falta de especificacion del modelo de espacio de estados, los
resultados dejan que desear en lo que toca a la anticipacion, pues se ob-
serva retrasado respecto a los indices adelantados construidos con los
métodos NBER y OCDE. En contraste, al comparar el indice adelantado de la
OCDE con el respectivo indice coincidente de la grafica 9, se observa que si
anticipa a dicho indice coincidente, el cual se vio anteriormente que sigue
un patrén semejante al de la cronologia “oficial”. El indice adelantado del

Grafica 10. Indices adelantados obtenidos con los métodos: NBER, OCDE y SW
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Cuadro 11. Fechas de crestas y valles para los indices adelantados,
en comparacion con las fechas de la cronologia “oficial”

Cronologia “oficial” Indice NBER Indice ocpE Indice sw

Cresta  Valle Cresta  Valle Cresta  Valle Cresta Valle

81:04 82:08 81:04 82:08 81:05  82:09 81:06 83:03
85:02  88:02 84:02 86:08 84:06 86:07 85:02 86:09
— — 87:09 8T7:12 87:07 88:02 87:09 88:06
88:08  92:09 89:08 91:01 89:07  90:12 89:06 89:09
— — 92:03 92:10 92:03 92:12 92:01 93:10
94:02  95:03 94:02  95:03 94:02  95:04 94:04 95:04
97:09  98:09 98:04 98:09 97:11 98:11 97:11 98:08
00:08 01:09 00:08 01:09 00:05  01:09 00:04 01:11
02:04 03:03 02:04 03:03 02:03  03:02 02:03 03:06
04:03  05:05 04:04  05:05 04:03  05:04 04:12 05:02
07:09  09:03 07:10  09:03 07:08  09:02 08:01 09:04
Discrepancia -1.2 4.2 -0.1 7.9 -2.7 -1.5
media*

Fuente: Elaboracién propia. *Expresada en meses y calculada sélo respecto a las crestas y valles “oficiales”.

NBER también anticipa a su respectivo indice coincidente, pero sus fluctua-
ciones son mayores que las de los otros indices en estudio.

El cuadro 11 presenta los resultados equivalentes a los del cuadro 10,
pero ahora para los indices adelantados. Se puede concluir con facilidad que
la metodologia de la ocpE es la que brinda mejores resultados para generar
el indice ciclico adelantado, ya que la grafica 10 permite apreciar que su
comportamiento es menos volatil que el de los otros dos, y en el cuadro se
observa que discrepa en promedio -0.1 meses respecto a las crestas y 4.3
meses respecto a los valles. En contraste, el indice adelantado de sw propor-
ciona resultados desalentadores pues sus discrepancias son mayores: en
promedio son de -2.7 meses respecto a las crestas y 4.8 meses para los valles.
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La capacidad predictiva de los indices adelantados respecto a la crono-
logia “oficial” es baja en general, pues aun el indice de la ocDE (el mejor de
los tres indices) se retrasa en algunos casos, tanto en crestas (81:05, 89:07,
97:11) como en valles (82:09, 95:04, 98:11); en otros casos se adelanta en
crestas (84:06, 00:05, 02:03 y 07:08) al igual que en valles (86:07, 90:12,
03:02, 05:04 y 09:02); y descubre un ciclo dificil de interpretar que no exis-
te en la cronologia “oficial” (92:03 a 92:12). Una parte de este comporta-
miento es atribuible a que tal cronologia no es necesariamente verdadera,
ni totalmente confiable.

Conclusiones

El presente trabajo debe considerarse un primer acercamiento al andlisis
detallado de los indicadores ciclicos para México. La intencién es mostrar
que existen diversos métodos que pueden aplicarse en las distintas etapas
de la construccion de los indices ciclicos, pero que no existe consenso res-
pecto a cudl es el mejor método en general, y que el caso particular de
México no es la excepcion. Los esfuerzos realizados con anterioridad para
crear y dar mantenimiento al sicca en el INEGI son encomiables (estos in-
cluyen la determinacion de las variables coincidentes o adelantadas). Con-
tar con esa base permite avanzar en el estudio de nuevas técnicas que
podrian ser aplicables en México, ya sea en forma complementaria o como
sustitutas de las que actualmente se usan. Una primera conclusion es que
la técnica basada en la aplicacién del filtro up (12, 120) proporciona mejo-
res resultados que las otras técnicas consideradas para estimar tenden-
cias. Esto es relevante para proseguir con el estudio de la mejor metodolo-
gia que pudiera detectar y anticipar los puntos de giro. Dicha labor es
complicada, en principio por la falta de consenso respecto a la definicién
misma de un punto de giro, como se mencioné en la introduccion y como
fue enfatizado por Hamilton y Pérez-Quiros (1996).

De las tres metodologias que se estudiaron con detalle, la que resulto6
con mejores propiedades fue la de la 0cDE, mientras que el método sw, aun
cuando tiene mejores bases de teoria estadistica, result6 dificil de imple-
mentar y aunque sus resultados para el indice coincidente no son malos,
los del indice adelantado dejan mucho que desear. Un punto interesante
es que la cronologia que aqui se considero “oficial” parece estar omitiendo
un ciclo entre octubre de 1987 y julio de 1988 (la cresta podria estar rela-
cionada con causas externas, como la crisis ocurrida en Wall Street, mien-
tras que el valle podria reflejar circunstancias internas del pais). En resu-
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men, la recomendacién que surge de este andlisis es que se utilice el
método de la ocDE, tanto para estimar tendencias y ciclos como para gene-
rar los indices ciclicos coincidente y adelantado. Sin embargo, se visuali-
zan muchas rutas futuras de investigacién, como son: incluir otras varia-
bles con capacidad anticipatoria del estado de la economia mexicana,
dentro de las que se encuentran los indicadores de opinién (una vez que se
tengan series de tiempo de longitud suficientemente larga de estos indica-
dores); buscar la manera de que la suavidad de la tendencia se comple-
mente con la suavidad del ciclo, para mejorar la estimacién de ambos com-
ponentes (tendencia y ciclo) en funcién del control de sus respectivas
suavidades; mejorar la especificacién del modelo sw (quizas al incluir méas
retrasos para el modelo de pronéstico del indicador coincidente, de mane-
ra que mejore su capacidad predictiva); y finalmente, si se continta con la
idea de usar el modelo de sw, incorporar la técnica de Markov-switching
para detectar y pronosticar los puntos de giro.

Lo que podria considerarse como utilidad principal del indice adelanta-
do que surge de este trabajo es tener una senal de alerta temprana del
estado futuro de la economia, que no es seguro que correspondera con la
entrada a (o salida de) una recesién, pero que vale la pena tener en cuenta
por sus consecuencias negativas sobre la actividad econémica. Es decir, si
el indice adelantado detecta una recesion que en realidad no se presenta,
las consecuencias de no haberla previsto son mas dafiinas que las de no
haberla anticipado.
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