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Resumen: Utilizamos datos de biisquedas en Google sobre empleo para pronosticar
la tasa de desempleo en México. Discutimos la bibliografia relacionada
con nowcasting y big data donde se utilizan datos generados en in-
ternet para predecir desempleo. Ademds, explicamos algoritmos de
aprendizaje que sirven para escoger el mejor modelo de prediccién. Fi-
nalmente, se aplican estos algoritmos para encontrar el modelo que
mejor prediga la tasa de desempleo en México. En términos de politi-
cas publicas, creemos que los datos generados a través de internet y
los nuevos métodos estadisticos son claves para mejorar el disefio y la
pertinencia de las intervenciones.

Abstract: We use Google Trends data for employment opportunities related reply
in order to forecast the unemployment rate in Mexico. We begin by
discussing the literature related to big data and nowcasting in which
user generated data is used to forecast unemployment. Afterwards, we
explain the basics of several machine learning algorithms. Finally, we
implement such algorithms in order to find the best model to predict
unemployment using both Google Trends queries and unemployment
lags. From a public policy perspective, we believe that both user gen-
erated data and new statistical methods may provide great tools for

the design of policy interventions.
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1. Introduccion

Los estudios empiricos adquieren cada vez mayor importancia en la
literatura de la ciencia econémica (Einav y Levin, 2014a, 2014b). En
particular, se ha visto una importante disminucién de los articulos
netamente tedricos frente a aquellos en los que se utilizan los datos
para validar las hipétesis presentadas (Hamermesh, 2013). Al mismo
tiempo, por avances tecnolégicos y de poder computacional, los datos
generados en internet han ido ganando relevancia para investigacion
cientifica. Esto ha generado un creciente interés desde la economia por
conocer y aplicar los algoritmos de aprendizaje de maquina (machine
learning) y grandes datos (big data) para responder las preguntas
relevantes de la disciplina.

El presente articulo se suma a la nueva corriente de literatura que
ha comenzado a utilizar los métodos de aprendizaje de maquina para
realizar investigacién cientifica aplicada. En concreto, presentamos
un entorno muy especifico en el que tanto estos nuevos modelos como
las nuevas fuentes de datos que el internet ha traido consigo son de
gran utilidad para la ciencia econémica en México.

Nuestra intencion es, por un lado, mostrar cémo es que los méto-
dos de aprendizaje de maquina estan siendo utilizados en la literatura
econdémica a nivel internacional y, por otro, demostrar su utilidad para
estudiar la economia mexicana. Ademas, queremos introducir algunos
de estos métodos y como es que son instrumentados en la computa-
dora para mostrar al gremio de economistas mexicanos cémo es que
pueden ser utilizados en otras agendas de investigacién.

Por otro lado, internet se ha convertido, en si mismo, en una
inmensa nueva fuente de datos. Las interacciones de los usuarios en
redes sociales, las biisquedas personales, las ofertas de empleo y hasta
las resenas son potencialmente un insumo poderoso para contestar
preguntas tradicionales (y no tradicionales) utilizando nuevas bases
de datos. Este articulo, por lo tanto, también contribuye a diseminar
dicha informacién para la academia mexicana.

Nuestra principal aportacién consiste en mostrar cémo es que
métodos propios del aprendizaje de méquina -como el LASSO (Least
Absolute Shrinkage and Selection Operator) y los bosques aleatorios
(Random Forest)-, aunados a datos de biisquedas en Google, pueden
ayudarnos a predecir el valor de algunas variables macroeconémicas
en el presente antes de que contemos con datos oficiales al respecto.
Concretamente, buscamos predecir con la mayor precisién posible la
tasa de desempleo nacional antes de que el Instituto Nacional de Es-
tadistica y Geografia (INEGI) publique la informacién oficial. Este
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ejercicio no se ha realizado para la economia mexicana y representa
una contribucién importante en la bibliografia del tema.

Pese a que dichos métodos han demostrado ser particularmente
eficientes para explorar las diferencias en efectos para subconjuntos
heterogéneos de la poblacion, este articulo pretende, inicamente, de-
mostrar una aplicacion sencilla de dichos algoritmos. En este sen-
tido, si la capacidad predictiva que pueda tener el indice de Google
Trends, utilizado tanto en modelos econométricos como en métodos de
aprendizaje de maquina, mejora al analizar distintas subpoblaciones
econémicamente activas no sera nuestro principal interés y, por este
motivo, su analisis se limita a la fase exploratoria de los datos.

Tanto los nuevos métodos como los datos de Google traen con-
sigo enormes ganancias predictivas. El método LASSO tiene un mejor
desempenio que un modelo autorregresivo (conocido en la literatura
como AR), incluso al incorporar datos de Google.

Por su parte, el bosque aleatorio tiene un desempeno apenas
un poco inferior al LASSO. Finalmente, la precisién del modelo AR
mejora de forma considerable cuando toma en cuenta datos de Google.
Por tales motivos, argumentamos que la ciencia econémica en México
tiene que conocer y comenzar a utilizar estos métodos y nuevas fuentes
de datos.

El resto del articulo esta organizado como sigue. En la seccion
dos presentamos la abundante literatura que ha surgido de utilizar
métodos de aprendizaje de maquina o datos de internet para contestar
preguntas que son importantes en economia. Estos métodos han sido
explotados desde muy diversos puntos de vista y con propodsitos muy
variados, por lo que conocer todo su potencial nos parece de enorme
relevancia. Las secciones tres y cuatro estdn enfocadas en compren-
der mejor los datos que utilizaremos. En la primera, ofrecemos una
breve explicacién acerca de como se generan los datos de Google que
utilizamos y exploramos sus principales caracteristicas, mientras que
en la segunda analizamos la relacién que presentan estos datos con la
Encuesta Nacional de Ocupacién y Empleo (ENOE) que presenta el
INEGI. En la seccion cinco se discute la metodologia que utilizaremos
para construir y analizar los modelos y sus resultados. Explicamos
en profundidad, particularmente, cémo evaluar de forma comparable
el desempeno de los modelos, asi como las implicaciones tedricas y
practicas del LASSO y del bosque aleatorio. La seccion seis contiene
el analisis de los resultados y en la seccién siete presentamos nuestras
conclusiones.
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2. Bibliografia relevante

La ciencia econdmica ha visto en las ultimas décadas un fuerte au-
mento de trabajos empiricos (Einav y Levin, 2014b). En este con-
texto, es natural que el uso tanto de fuentes de datos alternativas
como de nuevos métodos de andlisis estadistico estén incorporan-
dose cada vez con mayor frecuencia a la literatura econémica. Es
cierto que el enfoque de dichas técnicas consiste en buscar mejorar las
predicciones de los modelos y no, como en los métodos econométricos
tradicionales, lograr identificar una relacién causal entre dos variables
(Einav y Levin, 2014b).

Sin embargo, su capacidad predictiva y las nuevas fuentes de
datos han generado importantes ejemplos de su enorme valor para
guiar politicas publicas (Athey, 2017; Banco Mundial, 2014) y para
mejorar la investigacién econdémica cuantitativa en general (Taddy,
2018). De hecho, estas nuevas técnicas estadisticas ya han comenzado
a ser empleadas para responder a preguntas clave de las ciencias so-
ciales, como mejorar la precision de los prondsticos electorales alrede-
dor del mundo (Gerunov, 2014; Kennedy, Lazer y Wojcik, 2017). Por
otro lado, también se ha enfatizado la utilidad de dichos algoritmos
para hacer que la toma de decisiones esté sistematizada y sea eficiente.
Ejemplos de ello podemos encontrarlos en Erel et al. (2018) -en el
ambito de la conformacion de los directivos de grandes empresas- o en
Mullainathan y Obermeyer (2017), referente a diagnésticos médicos.

Otros usos de estos métodos para ciencias sociales abarcan di-
versos ambitos del sector publico, desde la educacién hasta los de-
partamentos policiacos. En el ambito educativo, diversos estudios se
han enfocado en predecir a los estudiantes de educacion media con
una mayor propension a no terminar sus estudios, canalizando asi de
forma mucho més eficiente los recursos para apoyarlos (Sara et al.
2015; Lakkaraju et al. 2015; Aguiar et al. 2015). Por otro lado,
estas herramientas han sido utilizadas también para identificar a los
elementos policiales mas propensos a tener un desencuentro con la
sociedad (como, por ejemplo, hacer uso desmedido de la fuerza) y
evitar asi el desgaste de la imagen de la policia en Estados Unidos
(Carton et al. 2016).

Se ha enfatizado también cémo el poder predictivo del llamado
aprendizaje de maquina puede ser utilizado en el entorno de inferencia
causal econométrico (Varian, 2014). En este sentido, se ha destacado
su capacidad para encontrar la forma funcional adecuada (Athey,
2018), su probable uso para escoger el instrumento mas adecuado
en un estudio de variables instrumentales (Belloni, Chernozhukov y
Hansen, 2014), contrastar empiricamente el desempeno de diversas
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teorias (Mullainathan y Spiess, 2017) e identificar efectos heterogé-
neos en experimentos (Chernozhukov et al., 2018).

En otro ambito, de entre todas las fuentes de datos que el Big
Data ha traido consigo, la méas importante de ellas es el internet. Este
tipo de datos tienen importantes ventajas, como su disponibilidad en
tiempo real (Hilbert, 2016) y el alto volumen de observaciones que
nos permite analizar datos con un nivel de granularidad que antes era
impensable (Einav y Levin, 2014a). Ademas, los datos obtenidos a
través de internet nos han permitido generar variables que antes eran
inexistentes (Hilbert, 2016).

Una importante fuente de datos proveniente de internet para la
ciencia econémica han sido las redes sociales, que nos dan acceso tanto
a las conversaciones y busquedas como a los contactos y trayectorias
individuales. Por tal motivo, las redes sociales han permitido a los
economistas responder empiricamente preguntas que, hasta ahora,
habrian sido imposibles de estudiar. En este sentido, Llorente et al.
(2015), al utilizar las ubicaciones desde las cuales los espafioles pu-
blicaban en la red social Twitter, generaron un modelo para predecir
los datos de desempleo antes de que estos fueran publicados por el
gobierno. De forma similar, el Global Pulse Lab (2014) de la ONU
logré mejorar las predicciones de la inflacién en Indonesia mediante
las busquedas en esta misma red social.

Otros estudios han logrado entender importantes procesos eco-
némicos utilizando datos de sitios electrénicos en los que se promueve
algtin tipo de intercambio econémico entre los usuarios. Por ejem-
plo, Cavallo y Rigobon (2016) estimaron los niveles de inflacién en
Argentina entre 2007 y 2015 -una época en las que las estadisticas ofi-
ciales resultaban poco creibles- utilizando datos de tiendas en linea.
Asimismo, Einav et al. (2014) estudiaron cémo responden los con-
sumidores a impuestos locales en sus compras por Fbay, mientras
que Einav et al. (2018) analizaron el efecto de distintas estrategias
de venta en la misma plataforma. Finalmente, Gleaser, Kim y Luca
(2017) utilizaron datos de Yelp, una plataforma en la que los usuarios
suben resenas de diversos establecimientos comerciales, para predecir
los niveles de actividad econémica local en el presente (nowcasting).

El drea de economia laboral también ha sido beneficiada por los
datos provenientes de internet (Beblavy, Kurekova y Thum, 2014).
Marinescu y Wolthoff (2016) utilizaron los datos de la pagina career-
builder.com (plataforma en la que se demandan empleos y la gente
puede postularse para obtenerlos) para entender cémo se emparejan
las preferencias de la empresa con las de los posibles empleados, mien-
tras que Marinescu (2017) los consideré para entender el efecto que
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tienen las extensiones al seguro de desempleo en Estados Unidos sobre
la busqueda de empleo.

Otra importante fuente de datos para la literatura econémica
ha sido el indice de Google Trends, que muestra la intensidad de
busquedas en esta plataforma para determinados temas. Ha sido
utilizado para hacer predicciones sobre el presente en torno a la venta
de coches en Estados Unidos (Choi y Varian, 2012; Choi, 2010), las
solicitudes de seguro de desempleo (Choi, 2010) y la demanda de via-
jes a determinados sitios turisticos (Choi y Varian, 2012). Ademds,
Google Trends ha sido usado para medir el racismo a nivel estatal en
Estados Unidos (Stephens-Davidowitz, 2017) o los efectos del seguro
de desempleo en la busqueda de empleo (Baker y Fradkin, 2017).

Un mayor nimero de ejemplos de predicciones del presente de
la actividad econémica con Google Trends lo proporcionan Tuhkuri
(2015) y Goel et al. (2010). En el caso del primero, estima un modelo
AR para predecir el presente de la tasa de desempleo a nivel estatal
en Estados Unidos. De acuerdo con sus resultados, la informacién
contenida en el indice de Google Trends mejora la capacidad predic-
tiva de su modelo. Goel et al. (2010), por su parte, consideran el
indice de Google Trends para predecir el comportamiento de los con-
sumidores en diversos mercados: las ventas en taquilla en la semana
de estreno de peliculas, ventas de videojuegos y el ranking en la lista
de 100 canciones mas escuchadas de Billboard. En todos los casos,
observan que los indices de busqueda pueden predecir bastante bien
los resultados.

Esta explosion en nuevas fuentes de datos estd intimamente rela-
cionada con una mayor capacidad para procesar y organizar bases
cada vez mas complejas. En este sentido, las técnicas propias del Big
Data también son sumamente ttiles en una etapa de procesamiento
(Mullainathan y Spiess, 2017). Por ejemplo, Barjamovic et. al (2017)
utilizaron algoritmos para procesar registros de transacciones entre
comerciantes asirios del siglo 19 A.C. y, haciendo uso de modelos
macroeconémicos de comercio, predecir en déonde podrian encontrarse
las ruinas de antiguas ciudades de la Edad de Bronce.

Otro importante ejemplo de como las nuevas técnicas y el poder
computacional con el que contamos actualmente estd influyendo po-
derosamente en la ciencia econémica lo proveen Bok et al. (2018). En
un ejercicio similar al nuestro, presentan un modelo que les permite
predecir en el presente, con un gran nivel de precisién, los cambios
reales en el PIB de Estados Unidos utilizando indices publicados por
diversas fuentes.
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Finalmente, el uso de Big Data en ciencias sociales también ha
sabido aprovechar las imagenes como fuentes de informacién. Run-
dle et al. (2011) utilizaron imédgenes de Google Street View para
codificar las condiciones de ambiente -seguridad peatonal y el tra-
fico motorizado de la zona, entre otras- de diversos barrios de Nueva
York. Asimismo, se han utilizado imagenes satelitales nocturnas para
generar medidas aproximadas de la riqueza de determinadas areas
basandose en su iluminacién (Henderson, Storeygard y Weil, 2012).

Pese a que las técnicas y fuentes de datos propios del Big Data
cada vez permean con mayor intensidad a la economia, es impor-
tante tener en mente multiples consideraciones para poderlos utilizar
e interpretar correctamente. Por un lado, es imprescindible tener en
cuenta cudl es el proceso de generacién de datos (Banco Mundial,
2014) que, a su vez, determina qué observaciones son observables y
cudles no. En este sentido, es importante tomar en cuenta que puede
existir algin error de muestreo al tratarse de individuos que se auto-
seleccionan para aparecer como observables.

Para finalizar, existen también algunas complicaciones éticas y
logisticas. Por un lado, los mayores recolectores de este tipo de datos
son instituciones privadas. Lograr convenios de colaboracién entre la
academia con el sector privado para trabajar con dichos datos puede
tornarse en una tarea complicada (Horton y Tambe, 2015). Por otro
lado, la granularidad de los datos trae consigo un importante proble-
ma ético: garantizar la privacidad de las personas.

Este dilema es claro en una fuente de datos que cada vez es mas
comun en el uso de Big Data para las ciencias sociales: las llamadas
y localizaciones de los teléfonos celulares. Blumenstock y Donaldson
(2013) analizaron patrones de llamadas desde teléfonos méviles en
Ruanda para entender como la movilidad del factor trabajo pone en
equilibrio los mercados laborales. Independientemente de que se trata
de una gran aportacién empirica para la economia, los protocolos
para garantizar el anonimato de los individuos cuyas llamadas fueron
rastradas es un tema de gran importancia.

FEn sintesis, el uso tanto de las nuevas fuentes de datos como de
los nuevos métodos de andlisis que conforman al llamado Big Data
se ha insertado ya en la literatura econdémica con experiencias muy
diversas. Sin embargo, pese a que el indice de Google Trends ha sido
utilizado con herramientas econométricas tradicionales, no hemos en-
contrado aun una comparacién entre los algoritmos de aprendizaje
de maquina y dichos modelos econométricos cuando ambos incorpo-
ran la informacién de las busquedas por internet. El presente estudio
pretende mostrar como los nuevos métodos estadisticos y los datos de
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internet pueden utilizarse para mejorar la predicciéon del presente en
el caso mexicano. Esa serd nuestra aportacion a la literatura.

3. Tendencias en Google

En los ultimos anos, Google Trends se ha convertido en una poderosa
herramienta para conocer los temas que mas interesan a las personas
en un momento en el tiempo. Al ser Google el motor de busqueda mas
popular de nuestros dias, la posibilidad de conocer como va evolucio-
nando el interés en esta plataforma a lo largo del tiempo de determi-
nados temas nos permite tener un pulso de cémo van moldeandose las
preferencias y los intereses individuales. Ademads, las condiciones en
las que los individuos suelen hacer bisquedas en esta plataforma di-
gital -usualmente solos y desde el anonimato- hacen que dichos datos
sean de gran utilidad para conocer pensamientos o preferencias que
podrian ser socialmente cuestionadas (Stephens-Davidowitz, 2017).
De este modo, podemos obtener un pulso en torno a temas sensibles,
como el racismo o las preferencias electorales, que probablemente no
reflejaria una encuesta tradicional debido a que los entrevistados tien-
den a dar la respuesta socialmente aceptable al entrevistador.

Google Trends nos permite obtener una serie de tiempo de un
indice que representa el interés en determinados temas en la pla-
taforma (Choi y Varian, 2012). Dicho indice es calculado con una
muestra representativa de todos los datos de busqueda de Google en
el periodo de tiempo especificado. Pueden consultarse dos muestras
distintas: en tiempo real o con datos del pasado. La primera estd
basada en una muestra aleatoria de los tiltimos siete dias, mientras que
la segunda se basa en otra muestra en un rango de tiempo que puede
comenzar desde 2004 hasta 36 horas antes de la consulta (Rogers,
2016). Debido a que el ejercicio de muestreo se realiza con cada
busqueda que el usuario hace en Google Trends, los resultados pueden
presentar diferencias minimas, aun cuando se hagan dos busquedas
idénticas (Choi y Varian, 2012).

Sin embargo, la interpretacién de la informacién que presenta
Google Trends dista mucho de ser sencilla, pues lo que reporta es un
indice que va de 0 a 100 en el periodo de tiempo seleccionado. De
este modo, de acuerdo con la ayuda desplegada por el mismo Google
Trends, “Los numeros reflejan el interés de busqueda en relaciéon con
el mayor valor [...] en una regién y en un periodo determinados. Un
valor de 100 indica la popularidad méaxima de un término, mientras
que 50 y 0 indican una popularidad que es la mitad o inferior al 1%,
respectivamente, en relacién al mayor valor” (Google, s.f.).
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Para calcular este indice, Google se basa en una medida de interés
de los términos de busqueda, y no en el total de busquedas de dicho
término en su motor. En este sentido, lo que Google Trends utiliza
es el cociente del niimero de btisquedas del término especificado por
el usuario sobre el total de buisquedas en Google en ese momento del
tiempo. Por ejemplo, si le pidiéramos a Trends que nos desplegara
informacion acerca del término de busqueda “empleo”, Google Trends
utilizaria la ecuacion 1 para calcular su indice:

Busquedas empleo

(1)

interes =
Total de busquedas Google

Con estos cocientes, Google Trends calcula el indice normalizando
a 100 el dia para en el cual el término de interés obtuvo una mayor
proporcién de busquedas y calcula el resto de los valores relativos al
cociente de ese dia.

Este modo de calcular el indice trae consigo ciertas ventajas. Al
reflejar el interés en un tema, y no el total de busquedas del mismo, la
comparacién entre diferentes regiones y distintos periodos tiene mu-
cho mas sentido: el nimero de busquedas en el estado de Guerrero
podria ser potencialmente mucho menor al de la Ciudad de Méxi-
co, para cualquier tema, simplemente por el nimero de habitantes
y por la penetracion de internet. No obstante, la medida de inten-
sidad utilizada por Google permite que ambos sean comparables al
reflejar un indice relativo al total de biisquedas en cada entidad. Lo
mismo podria decirse a través del tiempo: en el ano 2004 el ntimero
de busquedas en Google de cualquier tema es probablemente menor
al que observariamos ahora, sencillamente porque Google no era tan
popular en 2004 como lo es hoy.

Sin embargo, el uso de este cociente para calcular el indice pre-
sentado con Google Trends hace que sea un poco mas complicado in-
terpretar los cambios en la tendencia del indice a lo largo del tiempo.
Esto se debe a que la disminucion en el valor del indice de un dia
al otro, para un determinado término de busqueda, puede explicarse
tanto por un menor numero de busquedas asociadas a este término
como por un aumento en el resto de las bisquedas de Google. Lo que
puede traer consigo ventajas y desventajas, dependiendo del tipo de
analisis que pretenda hacerse con los datos de Google Trends. Por
tal motivo, cualquier andlisis que utilice estos datos debe hacerse con
mucha precaucién, siempre tomando en cuenta que se presenta un
indice basado en la proporcién de busquedas, y no en el total.
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Otra ventaja de Google Trends es que pueden hacerse busquedas
por términos o por temas. Mientras que las primeras arrojan los
resultados para los términos de busqueda especificados por el usuario
(v muestran resultados exclusivamente para el idioma en el que se
especificaron), los segundos agrupan a todos los términos de bisqueda
especificos a un tema, en cualquier lenguaje. Por ejemplo, la busqueda
del tema “Londres” arrojaria un indice basado en la busqueda de los
términos “Londres”, “London” y “capital de Inglaterra”, entre otros.
Ademas, en el caso de las busquedas por términos, el modo en el
que estd escrita la busqueda (en términos de mayisculas, mintdsculas
y acentuacién) es importante: el resultado puede ser diferente para
“Libano” que para “libano” o “libano”.

Finalmente, hay que considerar también que Google Trends tiene
ciertas limitaciones en términos de los datos que no muestra. Por un
lado, no puede mostrar datos para busquedas hechas por pocas per-
sonas: este tipo de busquedas tendrd un indice con un valor de cero.
Ademids, Google Trends excluye términos de bisqueda con caracteres
especiales, como apostrofes.

4. Correlaciones con la Encuesta Nacional de Ocupacién y
Empleo (ENOE)

Antes de describir los modelos a utilizar, conviene explorar pri-
mero como es que se relaciona la tasa de desempleo con el predictor
que estamos proponiendo: el indice de busquedas de Google Trends
(IGT) para el término “empleo + ‘bolsa de trabajo’ ”. Debido a que
los otros predictores seran las tasas de desempleo rezagadas, esta es
la tnica variable independiente relevante en la presente seccidn.

Creemos que puede existir una correlacién importante entre am-
bas variables porque internet, cada vez con mayor presencia, es un
medio importante de bisquedas de empleo en nuestro pais. Ademas,
de acuerdo con datos del Instituto Nacional de Estadistica y Geografia
(INEGI), el numero de usuarios de internet en México va en aumento,
incluso llegé a 60% de cobertura en 2016 (INEGI, 2017).

Por otro lado, como ya se mencioné anteriormente, existe evi-
dencia de que los datos generados en internet, en general, (Gleaser,
Kim y Luca, 2017; Bok et al, 2018) y las busquedas de Google, en
particular, son de gran utilidad para predecir el presente (Choi y
Varian, 2012). Inclusive, el indice de Google ya ha sido utilizado con
éxito para predecir el desempleo en Estados Unidos (Tuhkuri, 2015).
Sin embargo, hasta donde tenemos conocimiento, ain no existe un
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estudio que documente la utilidad de las busquedas en Google para
predecir las condiciones del mercado laboral en México.

FEn la grafica 1, mostramos el comportamiento de la tasa de de-
sempleo a nivel nacional tomada de la ENOE (eje del lado izquierdo)
y del indice de Google Trends (eje del lado derecho):

Grafica 1
IGT y tasa de desocupacion a nivel nacional
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Fuente: Elaboracién propia con datos de la ENOE y del IGT

para la bisqueda “empleo + ‘bolsa de trabajo’ ”.

Es importante recordar que, pese a que ambos datos teéricamente
fluctiian del 0 al 100, en realidad, debido a que tienen varianzas muy
distintas, estan en diferentes escalas. Como podemos observar, mien-
tras que el IGT, efectivamente, toma valores que van del 40 al 100
a lo largo de los 13 anos para los que disponemos de datos, la tasa
de desocupacion va de 3% a 6.4%. Por tal motivo, no resulta tan
relevante que las lineas pasen exactamente por el mismo punto, sino
que fluctien de forma similar a través del tiempo.

En términos generales si observamos, de hecho, un movimiento
en la misma direccién de ambas curvas. Incluso en el periodo que
va de 2008 a 2010, cuando la Gran Recesion estadunidense dejé es-
tragos en la economia mexicana, el IGT registré movimientos muy
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similares (aunque vale la pena recalcarlo, en otra escala) a la tasa
de desocupacion nacional. Por este motivo, el IGT si parece ser un
buen predictor para la tasa de desempleo nacional. Sin embargo, ;se
relaciona tan bien con la tasa de desocupacién de hombres que con la
de mujeres?

Pese a que encontrar este tipo de diferencias no es la motivacion
principal del presente articulo, creemos que podria ayudarnos a en-
tender el perfil de usuarios de la plataforma de bisqueda maés popular
de internet. En la gréfica 2 se presenta una matriz de correlacién (en
numero y en figura de dispersién) con el IGT y las tasas de desocu-
pacion de hombres, mujeres y promedio a nivel nacional. El primer
renglén y columna se refieren al IGT, el segundo renglén y columna
a la tasa de desocupacién nacional y el tercer y cuarto renglon se
refieren a la tasa para hombres y mujeres, respectivamente.
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Fuente: Elaboracién propia con datos de la ENOE y del IGT para la bisqueda

”. La grafica muestra una matriz de correlaciones entre

“empleo + ‘bolsa de trabajo’
diversas variables. En la diagonal encontramos la distribucién y el nombre de las
variables, en la parte inferior izquierda los puntos de dispersién de las variables corre-
lacionadas acompanado de una linea de tendencia entre ambas. Finalmente, la parte

superior derecha presenta el indice de correlacién de Pearson.
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FEn primera instancia, vale la pena resaltar las correlaciones pre-
sentes en las tasas de desocupacion. Claramente, como lo mues-
tra la gréfica 2, la desocupacién de los hombres esta asociada de
forma mds cercana a la nacional (corr=0.98) que la de las mujeres
(corr=0.94). Por otro lado, la correlacién entre estas es mucho mas
débil: corr=0.85.

En lo referente al indice de Google Trends es claro que tiene
una asociacién méas fuerte con la desocupacién femenina nacional
(corr=0.58) que con la masculina nacional (corr=0.47). No obstante,
ambos valores estan relativamente cercanos a la correlaciéon que pre-
sentan con la tasa nacional (corr=0.53), por lo que podriamos esperar
que, igual que como observamos en la grafica anterior, el IGT y la des-
ocupacion nacional tanto de hombres como de mujeres se comportaran
de forma similar a la nacional.

En efecto, como lo muestra la grafica 3, para ambos casos el
IGT y la tasa de desocupacién se mueven en términos generales en la
misma direccién. En sintesis, si parece existir una relacién importante
entre el nivel de desempleo y el IGT para la busqueda “empleo +
‘bolsa de trabajo’ ”. En este sentido, usar los datos de Google Trends
para predecir el presente del mercado laboral mexicano podria ser
factible, siempre y cuando utilicemos los métodos adecuados. En la
siguiente seccion describiremos brevemente tres distintos métodos que
usaremos para intentar predecir el desempleo nacional.

Grafica 3
IGT y desocupacion nacional por sexo
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Grafica 3
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para la bisqueda “empleo + ‘bolsa de trabajo’ ”.

Finalmente, podria resultar importante explorar cémo es que se
correlaciona el indice de Google Trends con la tasa de desempleo
para distintos subconjuntos de la poblacién econémicamente activa.
El cuadro 1 muestra el indice de correlacién de Pearson entre el indice
de Google Trendsy el desempleo de distintos subgrupos.

Cuadro 1
Correlacion entre IGT y otras series de desempleo

Serie Indice de correlacion

de Pearson con el IGT
Desempleo entre menores a 30 anos 0.51
Desempleo entre quienes tienen entre 30 y 60 anos 0.48
Desempleo entre los mayores a 60 ahnos 0.31
Desempleo urbano 0.62
Hombres desempleo urbano 0.54
Mujeres desempleo urbano 0.66

Fuente: Elaboracién propia con datos de la ENOE y del IGT para la bisqueda

“empleo + ‘bolsa de trabajo’ 7.



GRANDES DATOS, GOOGLE Y DESEMPLEO 139

Debido a la frecuencia de estos datos -que es trimestral y no
mensual, como las series que ocupamos para estimar los modelos-,
aunado a las restricciones de espacio del presente articulo, explorar
mas a fondo dichas heterogeneidades cae fuera de los limites de este
trabajo. Sin embargo, consideramos que hacerlo seria de suma im-
portancia para futuras investigaciones.

5. Aprendizaje automatico: metodologia

El estudio que aqui presentamos pretende demostrar dos cosas. Por
un lado, que los datos provenientes de fuentes electrénicas pueden ser
de gran utilidad para predecir el presente (nowcasting) y, de este
modo, obtener medidas econémicas preliminares antes de que los
datos oficiales estén disponibles, aun utilizando métodos econométri-
cos tradicionales. Mas alla de la ganancia predictiva de estas nuevas
fuentes de datos, obtener informacién relativamente confiable del de-
sempeno econdmico en tiempo real puede ser de gran utilidad para
implementar a tiempo politicas puiblicas informadas y eficientes. Por
otro lado, buscamos también acercar a la comunidad de ciencias so-
ciales los nuevos métodos del aprendizaje de maquina y evaluar su
capacidad predictiva vis a vis las técnicas econométricas populares
en la literatura.

Se utilizaran los datos de desempleo de la ENOE asi como el indice
de Google Trends para la bisqueda “empleo + ‘bolsa de trabajo’ ”
tanto a nivel nacional como estatal. La variable independiente serd
la tasa de desempleo en el periodo t y construiremos nuestro modelo
predictivo con dicha variable rezagada algunos periodos, asi como con
el indice de Google Trends.

5.1. ;Cémo medimos los errores?

Quizas la principal diferencia entre la econometria tradicional y el
aprendizaje de méaquina es que ambas estan disenadas para hacer
cosas distintas: mientras que la econometria tradicional busca estimar
los pardmetros del modelo (y por eso buscan estimaciones insesgadas
que se acerquen al “valor verdadero” del pardmetro), los algoritmos
de machine learning estan enfocados en mejorar la capacidad predic-
tiva del modelo (Mullainathan y Spiess, 2017; Athey, 2018). Lo que
implica que ya no importa cudl es el valor “real” de los pardmetros,
sino que el valor que arroja el modelo sea el mas util para predecir
nuevas observaciones.



140 ESTUDIOS ECONOMICOS

Por este motivo, la medicion del error del modelo en la literatura
de aprendizaje de maquina se hace de forma distinta a los méto-
dos econométricos. Mientras que en econometria buscamos reducir el
error cuadratico medio (ECM) dentro de la muestra sobre la que se es-
tima el modelo (Hayashi, 2011), en aprendizaje de maquina (machine
learning) se utiliza el método de validacién cruzada (cross validation):
se dividen los datos en dos submuestras, una de entrenamiento (para
definir el valor de los pardmetros del modelo) y otra de validacién,
para medir el error predictivo del modelo (Hastie et al., 2013; Varian,
2014).

Por ejemplo, asumamos que dividimos los datos en cinco partes
iguales, de tal suerte que cada una de ellas contiene 20% de las ob-
servaciones (conocido en la literatura como five-fold cross validation).
Utilizariamos 80% de las observaciones (grupos 1 a 4) para entrenar el
modelo y el 20% restante para validarlo. Luego repetimos el ejercicio,
pero con grupos distintos (entrenamos con grupos 2 a 5 y validamos
con grupo 1). Nos quedamos con el modelo que tenga el ECM fuera
de la muestra mas pequenio (Hastie et al., 2013).

Dicho procedimiento tiene sentido cuando se trata de datos de
seccién cruzada. Sin embargo, en nuestro caso, lo que tenemos es un
modelo en el que nuestras observaciones tienen un fuerte componente
de correlacion serial. Pese a que hay quien argumenta que puede
utilizarse el mismo procedimiento para dividir a los conjuntos de en-
trenamiento y de validacién, consideramos que es pertinente utilizar
métodos que tomen en cuenta tanto la estructura de los datos como
el objetivo de predecir a futuro el problema.

Por tal motivo optamos por utilizar un procedimiento de vali-
dacién cruzada con ventana cambiante (rolling window cross valida-
tion, mas detalles en Hotal, Handa y Shrivas, 2017). Funciona de la
siguiente manera: se seleccionan n nimero de periodos (le llamare-
mos “ancho de la ventana”) y se utilizan los primeros n datos para
entrenar al modelo y, con él, predecir el valor de la variable en el
siguiente periodo. Puesto que conocemos el valor de la variable en el
periodo n + 1, podemos medir la precisiéon del modelo al compararlo
con el valor de la prediccién.

Esto nos da una primera aproximacién de validacién cruzada.
Posteriormente, avanzamos solo un periodo y se repite el procedi-
miento, de tal suerte que se utilizan los datos que van desde que
t = 2 hasta t = n 4+ 1 para predecir la observacion en t = n+ 2y
calcular el error de prediccién. El procedimiento se repite hasta haber
agotado los datos. La medida de error del método utilizado sera el
promedio de los ECM de cada estimacién (Inouea, Jinb y Rossi, 2017).
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Para contrastar y comparar diferentes técnicas de estimacién,
se utilizard dicha metodologia para calcular los errores de todos los
modelos. De este modo, tendremos una medida comparable entre los
diferentes casos que nos podra mostrar las fortalezas y debilidades de
cada método.

En este sentido, dado que nuestro interés es comparar la capaci-
dad predictiva de los modelos, vale la pena aclarar que los parametros
estimados pueden diferir a través del tiempo. Lo que se debe a que se
estimard el modelo en cada “ventana”, por lo que el valor de los esti-
madores dependerd de los datos que se encuentren en esta submuestra
de nuestro conjunto de datos.

5.2. Modelo autorregresivo

La primera especificacion empirica que utilizamos para predecir el
nivel de desempleo en las entidades federativas proviene, con base en
Choi y Varian (2012), de modelos macroeconométricos tradicionales.
En relacién con esto, utilizamos modelos AR con informacién de la
ENOE para predecir los niveles de desocupaciéon en los trimestres
posteriores y analizamos si mejora la capacidad predictiva de di-
chos modelos al incorporar busquedas de Google Trends asociadas
con busquedas de empleo.

En concreto, el procedimiento compara la precisiéon de dos dife-
rentes modelos, descritos en las ecuaciones 2 y 3:

Ve = B1yi—1 + BoYi—12 + € (2)

contra

Yr = B1yi—1 + Boyi—12 + 71y + & (3)

En donde IGT corresponde al indice de busquedas de Google
Trends.

L Esta es la versién mas simple para un modelo autorregresivo, que nos parecio
sensata para la estimacién del modelo: el rezago de un mes nos ayuda a incorporar
la tendencia temporal del desempleo, mientras que el rezago anual nos permita
capturar la estacionalidad de la demanda laboral. Sin embargo, en el anexo B se
pueden encontrar los resultados para estimaciones con modelos de AR con maés
rezagos. Como podrd verse, las diferencias de precisién son marginales.
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5.3. Otros modelos de andlisis estadistico

Por otro lado, queremos poner a prueba la capacidad predictiva de
los algoritmos desarrollados en el &mbito del aprendizaje de maquina
para variables de indole econémica. Para hacerlo, probaremos con
dos algoritmos distintos para generar predicciones: el método LASSO
y un bosque aleatorio (Random Forest).

5.3.1. Método LASSO

El primero de ellos, el método LASSO, es quizas el algoritmo de apren-
dizaje de maquina mas utilizado por los economistas. Esto se debe,
principalmente, a su enorme parecido con la regresién lineal clédsica
(Varian, 2014). El problema de minimizacién al que se enfrenta el
método LASSO es el que muestra la ecuacién 4 (Hastie et al., 2013):

B = argmin Z(Y - B'(X))* + AZ 1551 (4)

Como resultado, LASSO determina que el valor de algunos para-
metros de interés debe ser cero, ya que estd penalizando aquellos que
toman cualquier valor distinto (Hastie et al., 2013). Ademads, como
resulta evidente, el valor que tomen los pardmetros es, al final, una
funcién del valor de lambda. Por este motivo, es importante selec-
cionar el valor de A que minimice el error cuadratico medio utilizando
validacién cruzada (Belloni, Chernozhukov y Hansen, 2014).

Aunque se tengan pocas variables independientes que resulten de
interés, el método LASSO nos permite incorporar al analisis una buena
cantidad de interacciones entre ellas. En este sentido, a diferencia de
lo que sucederia con una regresion tradicional, el método nos permite
explorar multiples relaciones no lineales sabiendo que, en ultima ins-
tancia, buena parte de las interacciones que probemos tendran un
coeficiente de cero (Mullainathan y Spiess, 2017).

LASSO refleja de forma importante la principal diferencia entre
la econometria y el aprendizaje de maquina de la que habldbamos al
inicio de esta seccién (estimacién vs. prediccién). Lo anterior se debe
a que, puesto que el problema de minimizaciéon del método obliga a
que muchos de los coeficientes tengan un valor de cero, el resto de los
coeficientes (que seran los que mejor nos ayuden a predecir futuras
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observaciones) tendran un sesgo de variable omitida (Varian, 2014;
Belloni, Chernozhukov y Hansen, 2014).

Para el problema de prediccién utilizaremos el método LASSO
para predecir el valor de la tasa de desocupacion considerando valo-
res rezagados tanto de esta variable (desde ¢ — 1 hasta ¢ — 12) como
del 1GT (desde t hasta t — 12). Ademds, para explotar la flexibili-
dad del método, incorporaremos al andlisis las interacciones cibicas
de las variables para explorar relaciones no lineales. De este modo,
intentaremos predecir el modelo descrito en la ecuacién 5:

3

t—1 t
g ~ Z u; + Z IGT; (5)

i=t—12 j=t—12

5.3.2. Bosque aleatorio (Random Forest)

El segundo método que utilizamos es un bosque aleatorio. Es uno
de los métodos mas populares para la comunidad de aprendizaje de
maquina ya que tiene una gran capacidad predictiva sin la necesidad
de afinar excesivamente los hiperparametros (Varian, 2014).

Un bosque aleatorio estd conformado, a su vez, por miultiples
arboles de decisiéon. Cada arbol de decisién es un problema indepen-
diente? que busca minimizar el error cuadritico medio (ECM) de las
predicciones partiendo el espacio de caracteristicas en cada nodo. De
este forma, selecciona la variable que, al ser dividida en dos regiones
distintas, predice mejor los resultados y minimiza el ECM. Una vez
terminado el arbol, a cada observacion se le asigna como prediccion el
valor promedio de todas las observaciones incluidas en su nodo termi-
nal. En ultima instancia, cada arbol genera una particién del espacio

2 Dichos arboles aplican reglas simples a los valores de las variables obser-
vables de forma secuencial para mejorar su capacidad predictiva. Por ejemplo,
supongamos que queremos predecir si la calificacién de los alumnos en un examen
estandarizado es aprobatoria utilizando tan solo dos variables: las calificaciones
promedio de su escuela el ciclo pasado y su estatura. El arbol de decisiéon tomaria
en cuenta la variable de mayor poder predictivo en el primer nodo (supongamos
que lo son las calificaciones promedio) y partiria el espacio paramétrico en dos
(supongamos que es < 7y >= 7). Posteriormente, en el siguiente nodo, generaria
una nueva regla para la estatura de los ninos.
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de variables y asigna el valor promedio a todas las observaciones que
se encuentran en la misma particién (Hastie et al., 2013; Athey, 2018).

Los bosques aleatorios generan una gran muestra de arboles uti-
lizando la técnica de bootstraping para generar submuestras. Poste-
riormente, calculan el valor promedio que cada observacién recibi6 en
cada drbol y esta es la prediccién final (Hastie et al., 2013). Tomar
el promedio ayuda a evitar un importante problema en los arboles de
decisién: el de ajustar excesivamente el modelo a los datos (overfit-
ting).

Quizas el mayor inconveniente para el uso de este método en
ciencias sociales es que es sumamente dificil interpretar sus resulta-
dos. A diferencia del método LASSO o los modelos AR, en los que
interpretar los resultados de la regresién es relativamente sencillo, los
bosques aleatorios fungen como una caja negra que poco pueden de-
cirnos sobre como es que las variables independientes afectan a las
dependientes (Varian, 2014).

Para efectos de este trabajo, consideraremos el bosque aleatorio
para predecir el valor de la tasa de desocupacién nacional de la ENOE
(uy) utilizando rezagos trimestrales de esta variable (u;—1, us—3, ui—g,
Ut—g, Us—12) Yy rezagos trimestrales del 1GT (IGTy, IGT;—1, IGT;_3,
IGT; ¢, IGT;_9, IGT;_12). Nétese que, a diferencia de LASSO, no
generamos interacciones no lineales de las variables para meterlas al
modelo. La busqueda de estas interacciones la hard el algoritmo.

6. Aprendizaje automatico: resultados

6.1. Errores a través del tiempo

Antes de analizar qué tan precisos son los modelos en todo el periodo,
es conveniente comprender cémo se comportan a través del tiempo.
En la grafica 4 observamos los errores de cada estimacion para cada
periodo.

En primera instancia, en la grafica podemos notar que, en tér-
minos generales, todos los modelos cometen sisteméticamente errores
similares. Es decir que, para practicamente todos los meses, la di-
ferencia entre los errores de los modelos corresponde a la magnitud
del error y no su sentido (todos subestiman o sobrestiman la tasa de
desempleo).

Quizas el modelo mas interesante para analizar de esta gréfica
sea el AR sin el IGT. Si bien es cierto que la direcciéon del error en
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general no difiere de los otros modelos, podemos observar que dicho
modelo suele subestimar con una magnitud mucho mayor la tasa de
desempleo que el resto. Esta tendencia es mucho maés clara para los
meses previos a 2014.

Grafica 4
Error de prediccion por modelo
Modelo
== ARG.conIGT
== AR smIGT
o 05 LASSO
2 RandomPForest
7] A
3 i
g
20,0
]
3
1=
=]
-
=
0.5

012 2014 2016 2018

Fecha
Fuente: Elaboracién propia con datos de la ENOE y del IGT para la busqueda

“empleo + ‘bolsa de trabajo’ ”.

Finalmente, llama la atencion el periodo que va de mediados
de 2014 a mediados de 2015, en el que todos los modelos subestiman
consistentemente la tasa de desempleo. Si bien es cierto que, dado que
utilizan practicamente los mismos datos, no es del todo sorprendente
que la pérdida en precisiéon durante un periodo resulte contagiosa, si
llama la atencién la forma en que el método LASSO se recupera. En
buena medida, se debe a que, para cada periodo, LASSO escoge cuales
seran sus estimadores, independientemente de lo que haya decidido
en el periodo anterior.

En este sentido, LASSO puede ajustarse mucho mejor a momentos
en los que la relaciéon entre las variables se comporta de forma distinta.
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6.2. Error cuadrdtico medio

Si bien es cierto que la grafica 4 nos sirve para analizar las tenden-
cias temporales de los estimadores, al presentar cuatro modelos en un
periodo de 13 anos, basandonos en ella resulta imposible poder iden-
tificar cual es el modelo més eficiente. Por tal motivo, en esta seccion
analizaremos el error cuadratico medio durante todo el periodo para
cada modelo.

En el cuadro 2 presentamos el error cuadratico medio de las
predicciones para los cuatro modelos:

Cuadro 1
ECM por modelo

Modelo Error cuadrdtico medio
AR con IGT 0.083
AR sin IGT 0.096
LASSO 0.077
Bosque aleatorio 0.084

Fuente: Elaboracién propia con datos de la ENOE y del IGT para la biusqueda

»

“empleo + ‘bolsa de trabajo’ 7. Notas: Modelos estimados descritos en texto. AR se

refiere a modelo autorregresivo

Como se puede observar, el modelo que comete errores de predic-
cién, en promedio, mas acertados es el método LASSO. Lo que podria
indicarnos que la relacién entre el indice de Google Trends y la tasa
de desempleo no es necesariamente lineal, ya que entrenamos dicho
modelo utilizando interacciones ctibicas.

En este sentido, los modelos de aprendizaje de maquina, en ge-
neral, y el LASSO,en particular, s{ parecen tener importantes ventajas
predictivas sobre los métodos econométricos tradicionales. En el caso
de LASSO, se lo podemos atribuir tanto a su flexibilidad para abordar
interacciones no lineales entre los predictores como al uso de vali-
dacién cruzada para ajustar el hiperparametro A y, de este modo,
mejorar su capacidad predictiva.

También resulta interesante observar el comportamiento de los
modelos autorregresivos. En primera instancia, el segundo modelo
que mejor se comporto fue el AR cuando incluimos entre sus predic-
tores al IGT. De hecho, la diferencia entre el ECM de este modelo y el
ECM obtenido con el método LASSO no es tan grande. Es decir que,
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pese a que la flexibilidad para representar relaciones no lineales si trae
consigo una mejora en la capacidad predictiva del modelo, un modelo
lineal sencillo es capaz de “predecir el presente” razonablemente bien,
sin la necesidad de utilizar hiperparametros o validacién cruzada.

Por otro lado, la diferencia del error cuadratico medio de los
modelos AR cuando incluimos y cuando no incluimos el indice de
Google Trends es considerable: el modelo autorregresivo sin el 1GT
es, por mucho, el modelo con la peor capacidad predictiva. Esto
parece indicarnos que las nuevas fuentes de datos, en general, y que
las busquedas en Google, en particular, si pueden ser de utilidad para
desempanar labores de mowcasting, por lo menos en determinados
contextos como el nuestro.

Finalmente, hay que comentar el desempeno del bosque aleato-
rio. Si bien es cierto que tiene un ECM mucho menor al modelo AR
cuando no usamos el IGT, puede quizas resultar un tanto sorprendente
que sea superado por el modelo autorregresivo con la informacién de
Google. Aunque, en realidad, la precisiéon de ambos modelos no difiere
sustancialmente, creemos que hay factores que podrian explicar dicho
resultado.

Hay que recordar que el bosque aleatorio es un modelo méas com-
plejo y con mas hiperparametros a optimizar que el método LASSO.
En nuestro caso, para efectos de este trabajo, sélo optimizamos dos
hiperparametros del bosque aleatorio: el tamano de la muestra de
predictores que se utilizan para construir cada arbol y el ntmero
de arboles. Si bien es cierto que las mejoras en precision conforme
encontramos la combinacién de parametros éptima para este proble-
ma son marginales, podriamos esperar una disminucién en el ECM si
ajustdramos otros hiperparametros. En todo caso, esperarfamos que
su precision se mantuviera relativamente cercana a la que presenta el
modelo AR con el IGT.

7. Conclusiones

El presente articulo tenia como propdsito presentar algunos modelos
propios del aprendizaje de maquina junto con nuevas fuentes de datos
provenientes de internet y su utilidad para la ciencia econémica en
México. Concretamente, utilizamos tanto el IGT como el método
LASSO y el de bosque aleatorio para intentar predecir el desempleo
reportado por la ENOE.

En lo referente a los métodos, observamos que el LASSO si pre-
senta ganancias predictivas a un método propio de la econometria: los
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modelos autorregresivos (AR). Ademas, el bosque aleatorio tuvo un
desempeno apenas inferior al modelo autorregresivo. En este sentido,
no se trata de que dichos métodos sean inherentemente superiores a
aquellos que ya conocemos y que, por lo tanto, debamos preferir siem-
pre a los primeros sobre los segundos. Por el contrario, concluimos
que, debido a que se trata de algoritmos disenados inherentemente
para mejorar predicciones, los economistas debemos de conocerlos e
incorporarlos al conjunto de herramientas que tradicionalmente uti-
lizamos.

Por otro lado, es importante resaltar que la precision de es-
tos modelos y su capacidad predictiva son muy distintas cuando se
utilizan en otros entornos. En este aspecto, creemos que conforme
sean utilizadas para contestar nuevas preguntas iremos comprendi-
endo mejor como utilizarlas en economia y conoceremos sus alcances
y limitaciones. Por su parte, el indice de Google Trends si trajo con-
sigo informacion de gran utilidad para mejorar las predicciones en la
tasa de desempleo. Esto puede observarse al comparar la precision del
modelo autorregresivo cuando toma en cuenta el IGT y el del modelo
autorregresivo cuando no lo hace.

La multiplicidad de nuevos datos que el internet trae consigo es
de gran relevancia para la ciencia econémica en México. Hoy tenemos
acceso a una gran diversidad de fuentes de datos que pueden ser de
utilidad para comprender mejor, desde la economia en particular y
desde las ciencias sociales en general, nuestro entorno. Ademas, estas
nuevas fuentes de datos no son solamente un insumo de gran utilidad
para los cientificos sociales. Por el contrario, los hacedores de politicas
publicas pueden disenar programas mucho més eficientes si cuentan
con herramientas como estas.

La explosion de trabajos empiricos en economia que se ha dado
desde hace ya algunos anos atraviesa hoy por una nueva etapa en la
que cada vez hay mas datos (que, ademds, son sumamente granu-
lares) y estamos conociendo nuevos métodos para analizarlos. Este
articulo es tan solo una muestra de lo poderosas que pueden ser dichas
herramientas aplicadas a la ciencia econdémica.
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