Boletin Médico del B

Hospital Infantil de México PERMANYER ’ '.) Check for updates

REVIEW ARTICLE

Types of statistical analysis in prognostic studies
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Abstract

Prognostic studies may have a descriptive exploratory objective on an outcome or a comparative objective in the search for
factors associated with it. A second objective is explanatory to determine the effect of a particular prognostic factor adjusted
for its confounders, with or without the intention of establishing causality. The third objective is the construction of a predictive
prognostic scale. For each of these objectives, there are recommended statistical methods for clarification and validity. In this
article, the methods and application examples are presented. The proper selection of analytical methods allows for clear and
valid communication of the results of a prognostic study.
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Tipos de analisis estadisticos en los estudios de prondstico

Resumen

Los estudios prondsticos pueden tener un objetivo exploratorio descriptivo sobre un desenlace o comparativo en la bisqueda
de factores asociados al mismo. Un segundo objetivo es explicativo para determinar el impacto de un factor prondstico en
particular ajustado a sus confusores con o sin la intencion de establecer rutas causales. El tercero es la construccion de
una escala prondstica predictiva. Para cada uno de estos objetivos existen métodos estadisticos recomendados para su
clarificacion y validez, los cuales fueron revisados en una publicacion previa. En este articulo presentamos los métodos y
ejemplos de aplicacion. La adecuada seleccion de los métodos analiticos permite una comunicacion clara y vélida de los
resultados de un estudio prondstico.

Palabras clave: Andlisis estadistico. Prondstico. Validez.

*Correspondence: Date of reception: 01-05-2024 Available online: 21-11-2024
Mario E. Rendén-Macias Date of acceptance: 02-08-2024 Bol Med Hosp Infant Mex. 2024;81(6):319-327
E-mail: mrendon@up.edu.mx DOI: 10.24875/BMHIM.24000060 www.bmhim.com

1665-1146/© 2024 Hospital Infantil de México Federico Gémez. Published by Permanyer. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).

319


http://crossmark.crossref.org/dialog/?doi=10.24875/BMHIM.24000060&domain=pdf
mailto:mrendon%40up.edu.mx?subject=
www.bmhim.com
http://dx.doi.org/10.24875/BMHIM.24000060

http://creativecommons.org/licenses/by-nc-nd/4.0/

320

Bol Med Hosp Infant Mex. 2024;81(6)

Introduction

Prognostic studies analyze the potential conse-
quences of suffering from a disease and can be clas-
sified according to three general objectives: exploratory,
explanatory, or predictive'. Exploratory studies aim to
establish the probability of occurrence of relevant out-
come(s) in the studied patients. For explanatory stud-
ies, the intention is to validate the independent effect
of a particular factor of interest on the outcome(s),
adjusted for known confounding factors. Studies with
the third objective aim to construct a prognostic predic-
tion scale, as precise as possible, based on patient
data'“. Each purpose requires a distinct methodology
to obtain valid and useful data for reliable statistical
analysis'. During the reading, review, or execution of a
prognostic study, it is common to find readers with
doubts about the recommended statistical procedures
according to the objectives mentioned above. This
review analyzes the recommended statistical strat-
egies for data analysis for the different prognostic
objectives.

Prognostic studies with exploratory
purpose

In this type of study, the analysis can be conducted
in a descriptive or comparative manner (Fig. 1).
Descriptive analysis aims to report the frequency and
proportion (or percentage) of patients who developed
the outcome under study (e.g., mortality or a sequela).
For this information, the patient follow-up method must
be considered. If all patients had the same follow-up
time (e.g., 24 h), it is only necessary to present the
cumulative incidence of the outcome(s). For example,
in a study on the prognosis of intubation in patients with
severe asthma attacks, one can report that 20% of
individuals admitted to the emergency room ended up
receiving ventilation assistance within 24 h after admis-
sion. In this analysis, it is feasible to report on several
outcomes (e.g., fatality or ventilator-associated pneu-
monia, among others). If, in addition, one wishes to
consider the rate at which the outcome occurs, it can
be reported as an incidence rate (events per per-
son-time). For the first option, actuarial tables are used;
for the second, survival tables and Kaplan—Meier
curves are adequate (Table 1 and Fig. 2)°.

If one also wishes to establish whether any factor
present at the beginning of the clinical course follow-up
(initial cohort) could explain the different out-
come(s), the first approach is to observe the proportion

Table 1. Actuarial and survival table of the need for
orotracheal intubation in patients with asthmatic crisis
(fictitious data of n=135 persons)

Actuarial analysis

Intubated (n) % Events in %
the period Cumulative
survival
Admission 0 0 100
6h 5 3.7 (5/135) 96.3
12 h 6 4.7 (6/130) 17.7 91.8
18 h 22 (22/124) J515
24 h 12 11.7 (12/102) 66.7
30 h 6 6.7 (6/90) 62.2
36 h 2 2.4 (2/84) 60.7
42 h 3 3.6 (3/82) 58.5
43 h 1 1.2 (1/81) 57.8
Admission 0 0 100
2h 1 0.7 (1/135) 93
3h 5 3.7 (5/134) 89.6
6h (1 lost) - 89.6
9h 8 2.3 (3/133) 87.5
19h 5 (1 lost) 3.1 (4/130) 84.8
22 h 10 8 (10/125) 78
25h 2 1.7 (2/115) 76.7
30 h (1 lost) - 76.7
39h 1 0.8 (1/114) 76.1
41 h 15 13.3 (15/113) 65.9
48 h 3 2.7 (3/110) 64.2

The percentage of events is the number of events presented in the period among
patients not yet intubated. The probability of not being intubated is the product of
the probability of remaining without intubation in the previous period and the
probability of remaining without being intubated in the analysis period. In the
actuarial table, the periods are fixed; in the survival table, it is recorded when at
least one event occurs or if the follow-up of at least one patient is lost.

of subjects with this factor among those who did or did
not present the studied outcome(s). In the case that the
follow-up time is the same for all patients, it is sufficient
to compare their cumulative incidence rates using a test
of difference in proportions (for example, the Chi-
square test) or the 95% confidence intervals (Cl) of the
differences in proportions (if the interval includes the
value “0”, it is not statistically conclusive)®.
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Figure 1. Diagram of recommended statistical methods according to the objective of the prognostic study.
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Figure 2. Actuarial curves with fixed analysis times (equal intervals) versus the Kaplan—Meier survival curve where it
decreases in the presence of at least one event in the real follow-up time, the vertical mark indicates the censoring
of at least one patient (loss to follow-up without presenting the event). The presented data are fictitious and obtained

from table 2.

Another approach involves comparing the velocities
of outcomes between patients with and without the
factor. The test of choice is the “log-rank test”’. For
example, the median intubation-free survival was 12 h

for patients with atopy, compared to 20 h for those
without atopy (mean difference of -8 h, 95% CI from
-12 to -6 h, log-rank test p = 0.001, data calculated as
an example).
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A severe problem in bivariate comparisons (groups
with and without the prognostic factors to be evalu-
ated) is that, in some cases, statistically significant
differences can be found due to multiple possible
comparisons. This is due to the increased risk of com-
mitting a type | error (bias due to “multiple compari-
sons”)®. These models assume the possibility of
knowing how much a factor influences the outcome,
considering the partial effect of others (adjustment),
that is, how much the factor influences independently
of another or others. The correct way to jointly analyze
several factors to establish which one(s) are associ-
ated with the outcome and review which one(s) are
more influential is through multivariable regression
models®'%. The choice of model will depend on how
the outcome variable was measured and the
form of follow-up (at fixed or continuous times), as
well as verifying compliance with a series of statistical
assumptions necessary to establish its validity
(Table 2)°1°. For outcomes with fixed times, the most
used regression models are binary logistic (dichoto-
mous outcome: presence or absence of the outcome),
multiple linear (quantitative outcome: days of hospital-
ization), or ordinal (hierarchical qualitative outcome:
mild, moderate, and severe damage)'°.

The interpretation is based on the beta coefficients
of each model. In logistic and ordinal regression, the
exponential of beta or odds ratio (OR) is used. They
are from zero to infinity and the null value is “1”, the
further away from 1 the greater association. If the ClI
does not include it, it will be significant at the estab-
lished level (90, 95, or 99%) (Table 2a). In multiple
linear regression, the comparison is made with the
values of the standardized beta coefficients, which
eliminates the original unit of measurement and allows
for comparability of the effect of each factor. In this
model, the null hypothesis of no association is the exis-
tence of a standardized coefficient with a value of “0”.
The further it deviates (-eo or +e0), the greater the
impact it will have on the prognosis. If the X% ClI
includes the value of “0,” the result will not be signifi-
cant at the established level, or there will be no asso-
ciation''? (Table 2b).

In these models, as for the multivariable linear
model, the following assumptions are considered: lin-
earity between predictors and outcome, homoscedas-
ticity, normality and independence of residuals, and
multicollinearity or high correlation among predictor
factors. In logistic regression, it is mainly concerned
with avoiding multicollinearity and independence in
individual exposure to factors. When linearity does not

exist, scale transformation options or stepwise analy-
ses may be employed to facilitate the analysis,
although it is recommended to consult with a statisti-
cal expert to avoid losing clinical significance.
Multicollinearity is the second major problem in multi-
variable analysis; to avoid it, we recommend carefully
reviewing the factors to be considered, and when
there is a high correlation among some of them, con-
sider including in the model only the factor with better
measurement, greater validity, stronger association
with the outcome, and less loss or absence in its
capture.

When the outcome is a proportion adjusted for the
time of presentation, the recommended model is Cox
regression'®', This model assumes that the risk(s) are
always continuous and proportional (proportional haz-
ards assumption), so the beta coefficient is presented
as a hazard ratio (HR). It is also necessary to meet the
assumptions of the absence of multicollinearity, linear-
ity in the predictor variables with the logarithm of the
outcome rate, and the absence of outliers. The inter-
pretation of an HR is similar to that of an OR, that is,
how many times more or less likely the presence of
the complication is when exposed to a factor compared
to not being exposed to it (Table 2c¢)'?™. In all the
above models, researchers should report on statisti-
cally significant factors and highlight those with more
extreme values concerning the null value. Other mul-
tivariable regression models are not mentioned here;
interested readers are advised to consult statistical

professionals.

Prognostic studies with explanatory
purpose

As mentioned earlier, the objective is to validate the
impact of a prognostic factor of interest controlled by
its possible confounders. It should be remembered that
a confounding factor is one known to be causal of the
outcome of interest but associated with the prognostic
factor under study without being part of the pathophys-
iological pathway by which the factor under study
explains the outcome. In this analysis, it is also rec-
ommended to perform a multivariable regression with
the same specifications mentioned previously. The
main difference is that only the prognostic factor of
interest and its confounders should be included in the
model, not just any factor. It is important to select con-
founders adequately because as they increase, it will
be necessary to expand the sample size' 516,
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Table 2. Prognostic factors associated with relapse of urticaria syndrome (fictitious data)

a) Example of logistic regression analysis, risk of relapse 1 month after resolution
_ OR (Exponent of beta) (95% CI, lower-upper limit) m

History of allergy g5
Use of antihistamines 0.4
Female sex 1.2
Age under 18 years 2.1
Nutritional status
Obesity 19
Overweight 14

Adequate weight reference

(21a43) 0.001
(0.35 a 0.6) 0.02
(0.8 a 1.6) 0.83
(0.3a5.2) 0.45
(0.7 a22) 0.55
(0.9a3.1) 0.67

Associated factors are a history of allergy and use of antihistamines, the former with a greater risk impact and the latter with a moderate protective or preventive effect.

*Wald statistical test. Null value = 1.

b) Example of linear regression analysis, risk of lesion persistence, number of days

_ Standardized beta (95% ClI of standardized betas) m

History of allergy

Use of antihistamines -0.6
Female sex 0.03
Age under 18 years 0.01
BMI 0.03

(0.9 to 1.4) 0.002
(~0.3 t0-0.8) 0.031
(-0.8to 1.8) 0.83
(-0.3 to 0.5) 0.51

(~0.02 to 0.02) 0.87

Associated factors are: history of allergy and use of antihistamines, the former with a greater positive association (having the history means more days of persistence),
and the latter with a moderate reducing (inverse) effect on the days. *Student's t-test. Null value = 0.

c) Example of Cox regression analysis, continuous risk of relapse

History of allergy 33
Use of antihistamines 0.39
Female sex 1.02
Age under 18 years 22
Nutritional status
Obesity 1.8
Overweight 13

Adequate weight reference

(2a4.2) 0.002
(0.31 a 0.6) 0.02
(0.75 a 1.7) 0.83
(0.31 a5.2) 0.46
(0.7 a 2.3) 0.57
(0.8a32) 0.69

Associated factors are a history of allergy and use of antihistamines, the former with a greater risk impact, and the latter with a moderate protective or preventive effect.
*Wald statistical test. Null value = 1. Cl: Confidence intervals; OR: Odds ratio; BMI: Body mass index.

We suggest including the most involved, prevalent,
better-measured confounders, with the potential to be
modifiable in the future and the easiest to obtain*. In
the final analysis report, the association estimator
between the studied prognostic factor (relative risk,
OR, HR, or standardized beta) and the outcome (e.g.,
relapse rate) should be shown, indicating the con-
founding factors to which the association was adjusted.
It does not make sense to report on the estimators of

the confounders since these were not adjusted for their
own confounders and, therefore, they do not have
explanatory value. If the factor of interest is removed,
the study loses its objective. An example of a report is
presented in table 3.

A proposed phase for this purpose is the causal net-
work®. In this model, the factor under study and its
outcome are not only adjusted for confounders ana-
lyzed but also antecedent and modifying factors are
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Table 3. Prognostic factors associated with relapse of urticaria syndrome (fictitious data)

a) Example of logistic regression analysis. History of allergy as a prognostic factor for relapse 1 month after resolution

35

History of allergy (2.1 a4.3) 0.001

(95% CI, lower-upper limit)

Adjusted for use of antihistamines, sex, age, and nutritional status

b) Example of linear regression analysis. Effect of history of allergy as a prognostic factor for the duration of lesion persistence in
number of days
(95% CI of standardized betas)

Factors Standardized beta

p-value**

History of allergy 1.2

Adjusted for use of antihistamines, sex, age, and nutritional status.

(0.9a1.4) 0.002

c) Example of Cox regression analysis. History of allergy as a prognostic factor for continuous risk of relapse

Factors Hazard ratio

History of allergy 33

Adjusted for use of antihistamines, sex, age, and nutritional status.
*Wald statistical test, p-value.

**T statistical test, p-value.

Cl: Confidence intervals; OR: odds ratio

also added. Directed acyclic graphs models and path
analysis have been proposed for its presentation®“.
Given their limited use in clinical medicine, readers are
invited to consult specific sources®.

Prognostic studies with predictive purpose

These models are created to generate diagnostic and
prognostic scales. In general, it is recommended to
analyze these models in three phases: construction,
internal validation, and external validation. In this
review, we will only refer to their internal validation. For
validation, two main types of analysis are primarily
used: multivariable regression models and neural net-
work models. In the former, modeling with regression
analysis again depends on the type of dependent vari-
able. The difference lies in the construction of the
model. The objective of the selected model is based
on one that is (1) more predictive, (2) parsimonious,
(3) simple to apply, and (4) universal®'1617,

To validate a predictive model based on multivariate
regression, it is necessary to consider a large sample
size, generally ten patients for each factor to be consid-
ered. Once the sample is available, the analysis is exe-
cuted with a statistical computer program. Regardless of
the program used, it will request a dependent variable
(the outcome of interest) and the introduction of indepen-
dent variables or covariates. The objective of the analysis
is to find an equation that allows obtaining (predicted)
values as close as possible to those observed in patients

(95% CI, lower-upper limit) p-value*

(2a4.2) 0.002

(real). If this approximation is excellent, it will generally
be excellent for patients with similar conditions who did
not participate in the equation validation study (external
validity). The prediction can be in terms of the probability
of an outcome, time to an event, time to an outcome, and
level of severity, among others. The method of selecting
the most predictive variables of the outcome is based on
the amount of variation explained by the equation. The
most used estimator to address this situation is the coef-
ficient of determination or R? (pseudo R? for logistic
regression). The R? coefficient ranges from zero, which
predicts nothing, to one, which implies a perfect predic-
tion. To find the variables that will generate the most
predictive equation, computers use three methods: for-
ward, backward, or stepwise (Fig. 3 and Table 4). In the
first method, all proposed variables are reviewed, and the
most significant in its association with the outcome is
selected (for example, the smallest “p” value). Next, the
second most significant is sought, and if a significant
change in R? is found, a third most associated factor is
added. This process is repeated until no significant
improvement in R? is observed, indicating a lack of pre-
dictive gain with more factors (Table 4a). The second
method performs the procedure in the opposite way. It
begins by introducing all the factors considered and cal-
culating R2. Then, it eliminates non-significant (associ-
ated) factors one by one and reviews the R? coefficient,
which does not reduce the prediction. When removing a
factor causes R? to decrease, the program stops sub-
tracting factors, and the remaining ones are those that
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Figure 3. Statistical modeling options to obtain the most precise prediction model. The squares represent prognostic
variables and their size indicates the level of association with the prognostic variable. The R value informs about the

maximum prediction range.

provide the greatest prediction (Table 4b). The third
method (stepwise) is the most recommended. The selec-
tion is based on conducting trials of incorporating and
removing factors in search of the combination with the
highest coefficient of determination, that is, the most
predictive (Table 4c).

In prognostic scales where the outcome is quantita-
tive (for example, days of hospital stay or years of sur-
vival), it is only necessary to establish the best prediction
equation. However, if the outcome variable is qualitative
(for example, cure), the programs determine the proba-
bility of the event as present if the constructed equation
gives a score of 0.5 or more (50% or more). It is possible
to improve the interpretation of diagnostic and prognos-
tic validity by estimating its highest sensitivity and spec-
ificity by constructing a receiver operating characteristic
curve and its area under the curve (Fig. 4). It is also

feasible to determine the degree of discrimination of the
prediction equation through specific analyses'.
Alongside the validation of the most predictive model,
it is necessary to consider other criteria. Parsimony
refers to the model that has fewer included factors. In
general, a model with more factors considered allows
for better prediction. However, its use can become com-
plicated if more than ten are included, given the difficulty
in memorizing them or the lack of availability of informa-
tion on some occasions. If a model with fewer factors
does not significantly reduce the prediction by more
than 10%, it will be more recommendable. Simplicity
refers to having factors that can be determined or mea-
sured with unsophisticated methods in terms of cost,
time, and execution. Universality implies that the factors
can be determined or measured with unsophisticated
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Table 4. Predictive models of allergic dermatitis at 1 year
of life in neonates with intolerance to breast milk
according to model types (fictitious data n = 416)

a) Example of logistic regression analysis. Forward model

(o o o

Model 1
Birth weight (g) 0.004 < 0.001 0.57
Constant 10.8 < 0.001

Model 2 0.59
Family atopy 2.01 0.002
Birth weight (g) -0.004 < 0.001
Constant 10.8 < 0.001

Model 3
Vaccination reaction 1.67 0.016 0.61
Family atopy 2.1 0.001
Birth weight (g) -0.004 < 0.001
Constant 10.7 < 0.001

b) Example of logistic regression analysis. Backward model

O T

Model 1
Birth weight (g) -0.004 < 0.001 0.609
Family atopy 19 0.004
Vaccination reaction 1.56 0.027
Iron intake 0.024 0.51
Calcium intake 0.01 0.53
Constant 10.8 < 0.001
Model 2
Birth weight (g) 1.2 < 0.001 0.608
Family atopy 2.01 0.003
Vaccination reaction 1.57 0.025
Iron intake 0.25 0.61
Constant 9.8 < 0.001
Model 3 0.83
Birth weight (g) -0.004 < 0.001
Family atopy 2.1 0.001
Vaccination reaction 1.7 0.16
Constant 10.8 < 0.001

c¢) Example of logistic regression analysis. Stepwise model

Final model (3 steps)

Birth weight (g) -0.004 < 0.001 0.607
Family atopy 2.12 0.001
Vaccination reaction 1.7 0.016
Constant 10.8 < 0.001

Prognostic factors considered were birth weight, family atopy, vaccination
reaction, iron intake, and calcium intake.
*Wald statistical test, *p-value. **Pseudo-R? of Nagelkerke.

methods in terms of cost, time, and execution, which
will allow their application in different settings.

Finally, neural network models are based on learning
algorithms to obtain the best predictions. Computer sys-
tems functions such as the human mind, receiving infor-
mation continuously, and determining the pathways that

Receiver Operating Curve

Area Under the Curve (AUC): 0.91, 95%Cl: 0.89 to 0.94, p <0.001

0.4

Sensitivity
o
(r

The prediction considering a probability of

0.3+ 50% or more has a sensitivity of 70.7% and
specificity of 95%
0.2
0.1
0. USSR S
00 01 02 03 04 05 06 07 08 09 10

1-Specificity

Figure 4. Receiver operating characteristic curve of
predictive validity of equation obtained in the analysis of
table 4c.

facilitate the approach to a result or “output” with layers or
connection capacity. These models are gaining much
acceptability due to their high level of prediction'®0.
However, they work as “black boxes,” where the connec-
tions and functions related to this prediction are unknown,
and they are not exempt from methodological biases®'. To
develop them, it is necessary to have the support of spe-
cialists in the field, and their validation never ends, given
that the more information, the better the prediction. On the
other hand, they are not exempt from the criteria men-
tioned above for simplicity and availability of information.

Conclusion

The recommended statistical analyses in prognostic stud-
ies vary according to their objective. These analyses can be
merely descriptive, comparative, exploratory, explanatory, or
prediction models. The most used methods are multivari-
able regressions, which are executed and reported accord-
ing to the objective of the prognostic study. We always
recommend seeking advice from a professional in the cor-
responding area and a statistician to achieve the proposed
objective and communicate the results more efficiently.
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