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Design and simulation of a control for the opening and
closing of the side ventilation windows in a greenhouse
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aFacultad de Ciencias de la Electrónica, Beneḿerita Universidad Aut́onoma de Puebla,
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Optimal control for the opening and closing of the side ventilation windows of a greenhouse can be obtained from a mathematical model
of the crop and the greenhouse. In the greenhouse model, the control input is the ventilation, and to carry out the instrumentation in the
immediate future, this term we related with the aperture of the lee and windward side ventilation windows. We consider a model with four
states variables: the structural biomass of leaves, the structural biomass of fruit, the nonstructural biomass (nutrients), and the carbon dioxide.
Even though the control of carbon dioxide concentration inside the greenhouse is not directly addressed in this study, optimal control of the
opening and closing of vents significantly complements the regulation of the carbon dioxide concentration. To apply the optimal control
theory, we select a functional cost to increase the benefit of the farmer.
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1. Introduction

For several years now, the modeling of greenhouses became
the subject of many research works [1–9]. These works con-
sist mainly in the study of energy phenomena related to
changes in the internal climate of greenhouses. Greenhouse
cultivation [10] has become an important mean of modern
agriculture production, due to the advantages in aspects of
extending growth season and improving potential yield and
quality. A greenhouse can protect plantations from bad
weather and create a favorable artificial environment for crop
growth by some control strategies implementation such as
heating, ventilation, fogging, and CO2 enrichment. Gener-
ally, the creation of the favorable environment requires ac-
curate regulations of the environmental variables. There-
fore, greenhouse climate control plays an important role in
the greenhouse production process. However, greenhouse
climate control is still a challenging task due to the inher-
ent complexity of the greenhouse climate. Commonly, many
control approaches for nonlinear system need a precise sys-
tem model to be used to design an efficient controller. How-
ever, the lack of an accurate greenhouse climate model with
a simple structure is still a challenger to restrict the study of
greenhouse climate control so that the control performances
of many control approaches derived based on an inaccurate
model [1, 11–13] are undesirable. Actually, during the last
three decades, a big effort was devoted to developing an ad-
equate greenhouse climate model for greenhouse manage-
ment [2–4, 14], and many greenhouse climate models have

been developed. However, although some complete models
can predict the greenhouse climate well, they usually have a
complex structure and many state variables, so that it is hard
to use them to synthesize a suitable control law. From the per-
spective of system control, the existing greenhouse climate
models still have the two drawbacks: a) some model is too
simple so that it cannot describe the highly nonlinear couple
relations among inner variables of greenhouse environment,
which implies that it cannot correctly predict the inside envi-
ronment [11], and b) some complete models with many state
variables are adverse to design a controller, and their com-
putation is usually expensive to worsen the real-time perfor-
mance of the control process [3]. A viable solution to over-
come these drawbacks is to reconstruct a simple model with-
out loss of simulation accuracy. The main physical processes
are heat and mass exchanges among various components of
the greenhouse. Hence, thermodynamics is a useful tool to
analyze and describe these physical processes.

Wireless sensor networks (WSN) or electronics devise
can be used to monitor and control many parameters of the
environment in a greenhouse [15–18]. Wireless sensor nodes
could be deployed and communicate with a central base sta-
tion to measure and transmit the sensed required environ-
ment factors. The WSN for agriculture applications is a well
prospective research subject, and it will draw a lot of atten-
tion in the years to come. This type of proposal is based on
electronic systems without approaching the dynamic systems
or the theory of optimal control.
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FIGURE 1. Types of control.

Figure 1 shows three different types of control for the
crop: the first one is a traditional method of the farmer, the
second one and the last one are optimal controllers. Note that
two last have a better impact on energy saving, production,
and total gain [19].

A dynamic optimization tool of Matlab based on optimal
control theory was used to obtain time trajectories of the en-
ergy flux that minimizes total external energy input over the
year while maintaining greenhouse air temperature and hu-
midity between grower defined bounds [20, 21]. By giving
the grower the lead in defining the bounds, the method stays
as close as possible to the daily practice of its growth and ex-
perience, and no crop production models and market prices
are needed.

A simulation model has been developed [22] to predict
the performance of a greenhouse that is heated with a heat-
pipe system. The model is validated with experimental data
and is found to be in close agreement. The simulation can
provide estimations of the influence of the maximum height,
the heating power required in cold weather, and the heat
losses from the greenhouse. In this article, no crop model
is necessary.

An optimal control to regulate the open and closing of
the side ventilation windows of the greenhouse can be ob-
tained from a mathematical model such model integrates the
dynamic model of the crop and the dynamic model of the
greenhouse. A performance criterion was selected appropri-
ately in order to apply the optimal control theory and obtain
the trajectories that maximize the benefit of the crop and min-
imize the energy consumption to reach the optimal open and
closing of the greenhouse windows. Through Matlab, an al-
gorithm was built, which gives a solution for the optimal con-
trol problem, and we realized a simulation throughout a pe-
riod of 5 days.

One of the main objectives is to contribute to the opti-
mal control problem and its implementation in real-time. The
tomato crop has been chosen because it is one of the most
important crops in our country and is the second farm prod-
uct consumed in the world. To achieve the objective, we part

from the tomato and greenhouse mathematical set model con-
sidering the variable of plant and fruit dry weight, the avail-
ability of nutrients, the quantity of carbon dioxide, and the
mechanism of opening and closing of the windows.

2. A dynamic model of the crop and green-
house

Assume that a greenhouse microclimate is considered as a
lumped parameter system,i.e., a greenhouse is treated as a
homogeneous block (a perfectly stirred tank), which means
that the inside air is well mixed. Therefore, all the heat and
mass fluxes can be described per square meter. Besides crop
canopy is also viewed as a big leaf. We can see that a green-
house mainly includes the following 5 classes of variables:

i) The greenhouse microclimate state variables below
screen: concentration CCO2 (mg/m3).

ii) Crop growth state variables and actions: dry matter of
crop WL (mg/m2), dry matter of fruitWF (mg/m2),
photosynthesis rateP (mg/(sm2).

iii) Outside climate variables: wind speedv (m/s) , etc.

iv) Control input variables: the opening of vents to
leewarduAplsd

v (m), opening of vents to windward
uApwsd

v (m).

v) Physical parameters of material and structure: green-
house ground areaAg (m2), greenhouse air volumeVg

(m3).

The book (Economics-based Optimal Control of Green-
house Tomato Crop Production, R.F. Tap, Thesis Wagenin-
gen Agricultural University. ISBN 90-5808-236-9. 2000.
Page 31) describes the calibration and validation of the green-
house tomato crop production model developed for optimal
control purposes. The calibration of the greenhouse and crop
model was performed sequentially; first, the tomato model is
calibrated, and then the greenhouse model is calibrated us-
ing the outputs of the tomato model as inputs. This way, the
mutual influence of the different models is partly taken into
account in the calibration process were resulting in a more
accurate description of the overall system behavior. Calibra-
tion parameters were chosen based on insight in the model
and sensitivity analysis of the model outputs to parameter
change. The calibration results were evaluated using the pa-
rameter covariance matrices and their eigenvalue decompo-
sition. Both models were validated using independent ex-
perimental data. Calibration and validation results showed
that the performance of the greenhouse model and the tomato
model is comparatively reasonable to the experimental ones.
Figure 2 (extracted from Tap) shows the comparison of both
results for the fruit dry weight. The complete results are ob-
served in the same Ref. [23].
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FIGURE 2. Results of simultaneous calibration for the fruit dry
weight.© replicates of measurements –simulations.

2.1. Dynamic model of the Crop

The chosen crop here as a case is tomato. This is a generative
crop that poses larger challenges to the model as compared
with other crops. Moreover, it is of larger economic interest.
The crop model is a three-state model, with the assimilates
and the fruit and leaf biomass as states. The greenhouse cli-
mate model is a relatively simple lumped parameter model,
with the CO2 inner concentration as a state. It is called a big
leaf-big fruit model because it makes no distinction between
the number of leaves and fruits. The model works with state-
space and describes the evolution of the biomass of the leaves
and the fruits after the first sprout. The model in space states
of the tomato crop has three principle states [19]:

1. Non-structural Biomass (Nutrients).

2. Leaves Structural Biomass.

3. Fruits Structural Biomass.

2.1.1. Biomass balance of nutrients

Nutrients are being produced by photosynthesis. The gross
canopy photosynthesis rate in dry matter per unit area is P.
Nutrients are converted to leaves and fruits; this is known as
growth. Leaves and fruits have a demand for nutrients, which
will be honored if there are sufficient nutrients available. We
denoteWB as the total nutrients in the plant, and it is ex-
pressed as dry weight per area unit. The biomass balance
equation of nutrients is the following:

dWB

dt
= P − h {·}

(
1 + θV

z
Gdem

L + (1 + θF )Gdem
F

)

− h{·}
(

RL

z
+ RF

)
. (1)

The biomass balance equation of nutrients (1) can take two
values depending on the nutrients abundanceh{·}, where the
first expression is taken whenh{·} = 1 (abundance of nutri-
ents), and the second one is taken whenh{·} = 0 (lack of
nutrients).

dWB

dt
=

{
P− (1+θV )

z Gdem
L −(1+θF )Gdem

F −RL

z −RF,

P,
(2)

whereRF respiration needs of fruits,θV additional amount
of nutrients needs for one unit of a structural vegetative
parts,Gdem

L unit area growth demand of levels,θF additional
amount of nutrients needs for one unit of structural fruit parts,
Gdem

F units area growth demand of fruit,z total vegetative
parts andh {·} nutrients abundance.

2.1.2. Biomass balance of leaves

The leaf growth is equal to the number of nutrients converted
to structural leaf biomass in the plant, and it is given by
h {·}Gdem

L . The model does not incorporate an extra state for
stem and roots, but the factorz assumes that each increment
in the leaf will be accompanied by an increment in stem and
roots. If there are no sufficient assimilates (nutrients), growth
stops; normally, the assimilates are used for the maintenance,
but in lack of nutrients, maintenance in the model goes at the
expense of structural parts (leaves and fruit). The mass bal-
ance for the canopy leaf biomass per unit area,WL, reads

dWL

dt
= h {·}Gdem

L − (1− h {·})RL −HL. (3)

Depending on the abundance of nutrientsh {·}, the biomass
leaf balance Eq. (3) can take two values:

dWL

dt
=

{
Gdem

L −HL, if h {·} = 1,

−RL −HL, if h {·} = 0,
(4)

whereHL is the leaf picking rate.

2.1.3. Biomass balance of fruit

Similarly to the biomass of leaf case, the growth of fruits in
the plant from the nutrients is given byh {·}Gdem

F . The term
GdemF depends principally on the pivotal temperature, culti-
vation temperature level, and the reference temperature,

dWF

dt
= h {·}Gdem

F − (1− h{·})RF −HF . (5)

Finally, the Eq. (5) of biomass balance of fruits can take
two different values depending on nutrient abundanceh{·},
whereHf is the fruit harvest rate:

dWF

dt
=

{
Gdem

F −HF , if h{·} = 1,

−RF −HF , if h{·} = 0,
(6)
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2.2. Dynamic model of the greenhouse

The dynamic model of the greenhouse covers many aspects,
including ground heat balance, heating system, the mass bal-
ance of water vapor and carbon dioxide, however, for this
work, only the opening and closing of the side ventilation
windows are considered.

2.2.1. Dynamic model of the greenhouse

The balance of carbon dioxide energy within the greenhouse
is given by the equation:

Vg

Ag

dCCO2

dt
= −ηP + ηR− ϕvent

CO2
+ uCO2 . (7)

The total mass of CO2 in the greenhouse isVgCCO2 , where
Vg is the greenhouse air volume, and CCO2 is the concentra-
tion. The rate of change of the CO2 mass per unit greenhouse
ground areaAg equals the amount taken up by photosynthe-
sis,ηP , whereη is the amount of CO2 needed to form one
unit of biomass plus the amount returned by respirationηR
minus the loss by ventilation(ϕvent

CO2
) plus the supply(uCO2).

P andR are the photosynthesis and the total crop respiration.
The modeling of a greenhouse involves a large number

of variables and parameters. Some of the main variables are
the carbon dioxide concentration, the temperature inside the
greenhouse, the water vapor mass balance, the lighting, etc.

The Eq. (7) relative to the concentration of carbon dioxide
inside the greenhouse does not depend directly on the temper-
ature or the mass balance of water vapor; however, it involves
the term that controls the opening and closing of vents, the
reason why this equation was chosen, in addition to simpli-
fying the objectives of this work.

Loss of carbon dioxide mass by ventilation:

ϕvent
CO2

= uv(CCO2 − Co
CO2

), (8)

here Co
CO2

(kg/m3) is the carbon dioxide concentration on the
outside greenhouse.

Carbon dioxide supply:

uCO2 = u
Vp

CO2
ϕmax

CO2
, (9)

where:uVp

CO2
is the opening supply valve.ϕmax

CO2
is the maxi-

mum flow rate of carbon dioxide, respectively.
In this greenhouse model, the position of the carbon diox-

ide supply valve is a control input, and it is replaced by a si-
nusoidal function. Whileuv is the flow rate of the volumetric
ventilation per unit area of the greenhouse, defined by:

uv=
(

pv1uAplsd
v

1 + pv2uAplsd
v

+pv3+pv4uApwsd
v

)
v+pv5, (10)

wherepv1, pv2, pv3, pv4, and pv5 are fit parameters, to
see [24],v is the wind speed,uAplsd

v is the opening of vents
to leeward, anduApwsd

v is the opening to windward.
In this model, Eq. (10) relates the opening and closing of

the vents, which is the control input. That is the purpose of
this work.

Assuming an abundance of nutrients, the dynamic model
of the crop can be represented by 3 differential equations,
while the dynamic model of the microclimate is represented
by one differential equation, which describes its behavior
based on the energy balance of carbon dioxide.





ẆL = Gdem
L −HL

ẆF = Gdem
F −HF

ẆB = P − (1+θ)
z Gdem

L − (1 + θF )Gdem
F − RL

z −RF

Vg

Ag
ĊCO2 = −ηP + ηR− ϕvent

CO2
+ uCO2

(11)

3. General formulation of the optimal control
problem

The optimal control of any system has to be based on three
concepts: the dynamic model of the system, a functional and
the system restrictions. In matrix notation, the equation of
state is represented as follows

ẋ = f(x(t), u(t), t), (12)

wherex(t) is the state vector,u(t) is the control signal, and
t is the time. A standard is required to help evaluate the per-
formance of the system; normally, the function is defined by

J = φ(x(tf ), tf ) +

tf∫

t0

L(x(t), u(t), t)dt, (13)

wheret0 and tf are the initial and final time,φ andL are
scalar functions,tf can be fixed or free. Starting at the ini-
tial statex(t0) = x0 and applying the control signalu(t) for
t ∈ [t0, tf ], it makes the system follow some trajectory
of states. Then the performance index assigns a unique real
number for each trajectory of the system. The fundamen-
tal problem of optimal control is to determine an admissible
controlu∗, which makes Eq. (12) follow one admissible tra-
jectoryx∗ that minimizes the performance measure showed
in the Eq. (13). Then,u∗ is called optimal control, andx∗ is
an optimal trajectory.

Necessary conditions for a solution. Adding the restric-
tions given by expression (12) to the performance index
Eq. (13) with a vector of Lagrange multipliers variants at time
Ψ(·) as follows

J = φ(x(tf )) +

tf∫

t0

{
L(x, u, t)

+ ΨT [f(x, u, t)− ẋ]
}
dt. (14)
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Defining the Hamiltonian Scalar FunctionH(x(t), u(t),
Ψ(t), t) as

H(x, u, Ψ, t) = L(x(t), u(t), t)

+ ΨT (t)f(x(t), u(t), t). (15)

By integrating the parts the Eq. (14), you get

J = φ(x(tf ))−ΨT (tf )x(tf ) + ΨT (t0)x(t0)

+

tf∫

t0

{
H(x(t), u(t), Ψ(t), t) + Ψ̇T (t)x(t)

}
dt. (16)

Now consider an infinitesimal variation inu(t), δ(t). This
variation produces a variation in the trajectory of the states
δx(t) and a variation in the performance indexδJ . This last
variation can be calculated as follows

δJ =
[(

∂φ

∂x
ΨT

)
δx

]

t=t0

+
[
ΨT δx

]
t=t0

+

tf∫

t0

[(
∂H

∂x
+ ΨT

)
δx +

∂H

∂u
δu

]
dt. (17)

To avoid having to determine the functionsδx(t) produced by
δu(t), choose the multipliersΨ(t) such that the coefficients
of δx(t) y δx(tf ) disappear in the equation above. Choosing
then

Ψ̇T = −∂H

∂x
= −∂L

∂x
−ΨT ∂f

∂x
, (18)

with the border conditions

ΨT (tf ) =
∂φ

∂x
(tf ). (19)

ThenδJ transforms into

δJ = ΨT (t0)δx(t0) +

tf∫

t0

∂H

∂u
δudt. (20)

If x(t0) is specified, thenδx(t0) = 0. For a stationary solu-
tion δJ = 0 is required for an arbitrary variationδu(t). This
happens only if,

∂H

∂u
=

∂L

∂u
+ Ψ̇T ∂f

∂u
= 0,

this equation is called the stationary condition.
The equations ofΨ, Ψ̇T (tf ), and the previous are the

Euler-Lagrange equations of the calculation of variations.
Then to find the control vector functionu(t) that produces
a stationary value of the performance indexJ the differential
equations must be solved (states and co-states),

ẋ(t) = f(x(t), u(t), t), (21)

Ψ̇(t) = −∂HT

∂x
= −∂LT

∂x
− ∂fT

∂x
Ψ, (22)

whereu(t) is determined from the stationary condition. The
conditions in the border for these differential equations are
separated. This means some are defined int = t0 and some
in t = tf . x(t0) is specified by the condition,

Ψ(tf ) =
[
∂φ

∂x
(tf )

]T

. (23)

This is a Two-Point Boundary Value Problem. Note that the
state equations and the co-states are coped becauseu(t) de-
pends onΨ(t) through the stationary condition and the co-
states depend onx(t) andu(t).

4. Design of the control law

Before carrying out the design of the control law, it is neces-
sary to perform the synthesis of the control, which consists
of choosing a performance index, from which it is possible to
obtain a system of attached state variables. In this way, the
initial and final conditions of the system are obtained. In or-
der to perform the synthesis of the control, it is necessary to
know the values of the parameters involved so that the system
is close to reality, for what the substitution in Eq. (11) is per-
formed with the values of the existing climatic conditions in
the state of Puebla and Eq. (24) shows the integrated model
microclimate-cultivation:





ẆL = 2.2996× 10−6WL

ẆF = 4.3925× 10−6WF

ẆB = P − 5.39× 10−6WL − 5.92× 10−6WF

3ĊCO2 = 1.0266(R− P )− ϕvent
CO2

+ uCO2,

(24)
where,

P =
3.7192× 10−11W 2.511

L

1.6353× 10−9 + 4.0439× 10−5W 2.511
L

(25)

and

R = 1.5942× 10−6WF + 0.485× 10−6WL

+ 1.668× 10−7. (26)

Based on the knowledge of the problem and the require-
ments of the system, the following performance index is con-
sidered:

J =
1
2

[
−W 2

L(tf)−W 2
F (tf) + W 2

B(tf) + C2
CO2

(tf)

+

tf∫

to

a
[−W 2

F −W 2
L + W 2

B + C2
CO2

]
+ β(ϕ2)

]
dt. (27)

Performance index is known as the General Index for Opti-
mum Control Systems, which includes the variables of state,
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the control, and scalar functionsa andβ, scalar functions that
can be adjusted to the consideration of the designer.

The Hamiltonian scalar function is defined following the
performance index, which depends on the state variables, the
control input, and the new vector of Lagrange multipliers.

H(x(t), u(t), Ψ(t), t) = L(x(t), u(t), t)

+ ΨT (t)f(x(t), u(t), t). (28)

Therefore, the H function is as follows:

H(x(t),u(t), Ψ(t), t) =
1
2
a
[(
−W 2

L(t)−W 2
F (t)

+ W 2
B(t) + C2

CO2
(t)

)
+ β

(
ϕ2(t)

) ]

+ 2.2996× 10−6WL(t)Ψ1(t)

+ 4.3925× 10−6WF (t)Ψ2(t)

+
[
P − 5.39× 10−6WL(t)

− 5.92× 10−6WF (t)
]
Ψ3(t)

+
1
3

[1.0266(R− P )− ϕ] Ψ4(t). (29)

The Hamiltonian scalar function allows us to obtain a new
system of differential equations, which is formed by the at-
tached variables. Consequently, the system of attached state
variables is expressed as:




ψ1 = −aWL + 2.2996× 10−6Ψ1 + ∂P
∂W L

Ψ2

−5.39× 10−6Ψ2 + 1
3

∂(R−P )
∂W L

Ψ4(1.0266)

ψ2 = −aWF + 4.3925× 10−6Ψ2 − 5.92× 10−6Ψ3

+ 1
3

∂R
∂WF

Ψ4(1.0266)

ψ3 = aWB

ψ4 = aCCO2

.

(30)
To find the control vector functionu(t) that produces a

steady value of the performance functionJ, the following sys-
tem of differential equations must be solved:




ẋ = f(x(t), u(t), t)

ψ(t) = −∂HT

∂x

, (31)

where u(t) is determined from the stationary condition;
therefore, the Hamiltonian function is partially derived con-
cerning to the control signal, which results in:

∂H

∂ϕ
=

∂L

∂ϕ
+ ΨT ∂f

∂ϕ
then ϕvent

CO2
=

1
3 ∗ β

Ψ4(t). (32)

From (32), it can be seen that the control depends on the
fourth attached state variableΨ4(t) at each time point.

5. Simulation results

In this section, we present the results of the simulation of the
control law using the parameters shown in Table I. The com-

plete system representation is:





ẆL = 2.2996× 10−6WL

ẆF = 4.3925× 10−6WF

ẆB = P − 5.39× 10−6WL − 5.92× 10−6WF

3ĊCO2 = 1.0266(R− P )− ϕvent
CO2

+ uCO2

ψ1 = −aWL + 2.2996× 10−6Ψ2 − 5.39× 10−6Ψ2

+ 1
3

∂(R−P )
∂WL

Ψ4(1.0266)

ψ2 = −aWF + 4.3925× 10−6Ψ2 − 5.92× 10−6Ψ3

+ 1
3

∂R
∂WF

Ψ4(1.0266)

ψ3 = aWB

ψ4 = aCCO2

.

(33)
It is not possible to use the system (6) because there are

only initial conditions for the state variables, and, for the at-
tached state variables, there are only final conditions, so it is
necessary to make use of the inverse time. Once the partial
derivatives in (33) have been determined,

∂P

∂WL
=

C1(2.511W 2.511
L )(2.511W 1.511

L )(
C2
C3

+ W 2.511
L

) , (34)

∂(R−P )
∂WL

=C5+
C1(2.511W 1.511

L )(2.511W 1.511
L )(

C2
C3

+W 2.511
L

)2 , (35)

∂R

∂WF
= C4, (36)

P = C1

(
W 2.551

L
C2
C3

+ W 2.551
L

)
(37)

and

R = C4WF + C5WL + C6, (38)

where:C1 = 3.7192 × 10−11, C2 = 1.6353 × 10−9, C3 =
4.0439× 10−5, C4 = 1.5942× 10−6, C5 = 0.4856× 10−6,
andC6 = 1.668× 10−7.

It is possible to solve the system (33) and graph the be-
havior in the Matlab software. The behavior of the state vari-
ables, is shown in Fig. 3.

Figure 4 describes the control behavior, how a function of
the fourth variable attachedΨ4; therefore, the necessary sub-
stitutions are made to convert that behavior to the function
of the opening and closing of the side ventilation windows;
besides it is considered that the opening to leeward and wind-
ward are done at the same time. Clearly, the selection of the
mechanism to open and close the vents does not affect the
structure of the validated model,

uAplsd
v = uApwsd

v = ũv. (39)

Rev. Mex. F́ıs. 67 (1) 100–108
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FIGURE 3. a) Leaf biomass behavior. b) Fruit biomass behavior. c) Assimilates behavior. d) CO2 behavior. System response.

FIGURE 4. Graph of the attached state variableΨ4.

Substituting Eq. (39) into Eq. (10), we obtain that

uv =
(

pv1ũv

1 + pv2ũv
+ pv3 + pv4ũv

)
v + pv5. (40)

TABLE I. Physical parameters related to the microclimate.

Variable Value Description

η 0.7 Heat absorbed in relation

to the total energy of the

net radiation received.
Vg

Ag
3 Reason for volume

of the greenhouse

per unit area.

Co
CO2 1.6637 Concentration of

carbon dioxide outside

the greenhouse.

pv1 7.17× 10−5 Parameter

pv2 0.01556 Parameter

pv3 2.71× 10−5 Parameter

pv4 6.32× 10−5 Parameter

pv5 7.40× 10−5 Parameter

FIGURE 5. a)Graph of solutionx(1). b)Graph of solutionx(2).
Graphs of control output applied to the side ventilation windows.

Using Eq. (40) in Eq. (8), we obtain the following equa-
tion

ϕvent
CO2

=
[(

pv1ũv

1 + pv2ũv
+ pv3 + pv4ũv

)
v + pv5

]

× (
CCO2 − Co

CO2

)
. (41)

In Eq. (32), it is observed that the control is in function
of Ψ4

ϕvent
CO2

=
1
3
Ψ4(t). (42)

The substitution of (42) in (40) is made in order to obtain
ũv, which is the reference signal for the opening and closing
of the side ventilation windows (30).

Rev. Mex. F́ıs. 67 (1) 100–108



DESIGN AND SIMULATION OF A CONTROL FOR THE OPENING AND CLOSING OF THE SIDE VENTILATION WINDOWS. . . 107

1
3
Ψ4(t) =

[(
pv1ũv

1 + pv2ũv
+ pv3 + pv4ũv

)
v + pv5

]

× (
CCO2 − Co

CO2

)
. (43)

To obtain variable of interest̃uv, it is observed that in or-
der to obtain its values, it is necessary to apply the general
formula for quadratic equations, besides making the substitu-
tion in Eq. (44) with the values in Table I,

ũ2
v (pv2 ∗ pv4) + ũv

[
(pv1 + pv4)

− pv2
v

(
Ψ4(t)

3
(
CCO2 − Co

CO2

)pv3− pv5

) ]

− 1
v

(
Ψ4(t)

3
(
CCO2 − Co

CO2

) − pv3− pv5

)
= 0. (44)

In Fig. 5, it is possible to see the 2 solutions of the
quadratic equation; besides it is observed that the behavior
of the first graph resembles more to the reality, reason why
that result will be applied to the control system for the side
ventilation windows.

6. Conclusions

This paper considered the integrated model of crop-
microclimate, a situation that does not perform other research
work because, generally it take into account only the model
of the microclimate. The application of the theory of optimal
control allowed the design of the law of control for the open-
ing and closing of the side ventilation windows, the creation
of an algorithm in Matlab solved the contour problem and al-
lowed the simulation of the variables of state of the integrated
dynamic system crop-microclimate. Although the objective
of this work is not to regulate the inner optimum concentra-
tion of carbon dioxide in the greenhouse, by including such
variable in the states, the optimum concentration of carbon
dioxide was also obtained to the inner; therefore, the control
law optimum for the opening and closing of the side venti-
lation windows can contribute to the regulation of this con-
centration. The implementation of the electronic device will
provide economic benefits in saving energy consumption.
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