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In this paper, we investigate the influence of energy-dependent potentials on the thermodynamic properties of the Klein-Gordon oscillator (KGO). With the obtained energy eigenvalues, all the thermal properties of the system have been calculated using the well-known EulerMaclaurin method. The investigation is extended to the study of the Superstatistics properties of the system. The probability density $f(\beta)$ follows $\chi^{2}$ Superstatistics (Tsallis statistics or Gamma distribution) for the system. Under the approximation of the low-energy asymptotics of Superstatistics, we calculated partition function and other thermal properties of the system. This approximation leads to a universal parameter $q$ for any Superstatistics, not only for Tsallis statistics. By using the desired partition function, all thermal properties have been obtained in terms of this parameter. Also, the influence of the potentials on the thermal properties, via the parameter $\gamma$, are well discussed.
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## 1. Introduction

Wave equations such as Schrödinger, Klein-Gordon, and Dirac with energy-dependent potentials have been studied for a long time now. It can be seen in Klein-Gordon and Dirac equations that considering a particle in an external electromagnetic field [1] arising from momentum-dependent interactions and energy-dependent potentials, one can deduce the non-relativistic quantum mechanics, as shown by Green [2]. The presence of the energy-dependent potential in many wave equations has several non-trivial implications because of the complex nature of the problems. For instance, the Klein-Gordon equation is the modification of the scalar product necessary to ensure the conservation of the norm (see appendix A for details).

Following the works of Sazdjian and Formanek [3,4], we observed that the scalar product in the Klein-Gordon equation must be modified concerning the usual definition to have a conserved norm. This modification of the Klein-Gordon equation leads to some good behavior of the physical properties for the system. Many authors have investigated the Schrödinger, Klein Gordon, and Dirac equation with energydependent potentials. In recent times, Boumali et al., [5] studied the influence of energy-dependent potentials on the thermal properties of the one-dimensional harmonic oscillator using the Euler-Maclaurin approach. To the best of our knowledge, no relativistic case has been reported on the influence of energy-dependent potentials on the thermal properties of the one-dimensional harmonic oscillator. Therefore the main aim of this paper is to study the effects of the mod-
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ified scalar product arising in the energy-dependent KleinGordon oscillator problem. The reasons are in two folds: (i) firstly due to the importance of the Klein-Gordon oscillator and its numerous physical applications, and (ii) secondly motivated by the recent study on the effect of energy dependent potentials on the Shannon and Fisher quantities in quantum information theory [6]. After studying the normal thermal properties, we will extend our treatment to study the Superstatistics and its thermal properties of the system. The properties of these systems have become a topic of great interest in the last few years, and it has found many applications in several branches of physics (see Ref. [7] and references therein). It is known that Superstatistics is a branch of statistical mechanics or statistical physics that is devoted to the study of non-linear and non-equilibrium systems. It is characterized by using the superposition of multiple statistical models to achieve the desired non-linearity. In terms of ordinary statistical ideas, this is equivalent to compounding the distributions of random variables and it may be considered as a simple case of a doubly stochastic model. Besides in Superstatistics it is argued that a system where fluctuations of temperature do exist, coarse-grained measurements of energy performed over spatial and temporal scales are larger than those defined by the correlation properties of the temperature will yield statistical distributions that can be written as a superposition of canonical distributions. More precisely, Superstatistics is a superposition of different statistics such as ordinary Boltzmann factor and the fluctuation of the intensive parameter with inverse temperature. Therefore, Superstatis-
tics describes a non-equilibrium system with stationary state and intensive parameter fluctuations. If $E$ is the energy of a microstate, the Boltzmann factor in the Superstatistics is written as,

$$
\begin{equation*}
B(E)=\int_{0}^{\infty} f(\beta) e^{-\beta E} d \beta \tag{1}
\end{equation*}
$$

where $B(E)$ is a kind of effective Boltzmann factor for the non-equilibrium system for the Superstatistics of the system, $f(\beta)$ is the distribution function, $e^{-\beta E}$ is the Boltzmann factor and $E$ is the energy level for the system. $B(E)$ differs significantly from the ordinary Boltzmann factor, which is recovered when $f(\beta)=\delta\left(\beta-\beta_{0}\right)$. From (1), we can recognize that the generalized Boltzmann factor of Superstatistics is given by the Laplace transform of the probability density $f(\beta)$. Although there are many possibilities, certain criteria must be fulfilled for physical relevant of the system:

- The probability function $f(\beta)$ must be a normalized probability density. It may, be a physically relevant density from statistics, say Gaussian, uniform, chisquared (Gamma distribution), log-normal.
- The integral $\int_{0}^{\infty} f(\beta) e^{-\beta E} d \beta$ must exist, and consequently, the new statistics must be normalizable.
- The new statistics should reduce to BG-statistics if there are no fluctuations in intensive quantities at all.

In this stage, two remarks seem pertinent: (a) although any $f(\beta)$ is possible in the Superstatistics approach, in practice, one usually observes only a few relevant distributions: (i) $\chi^{2}$-Superstatistics ( $=$ Tsallis statistics), (ii) inverse $\chi^{2}$ Superstatistics, and (iii) log-normal Superstatistics. In our case, we will focus only on $\chi^{2}$-Superstatistics or Gamma distribution: this choice is justified by the wider use of this distribution in the literature. As an example, in blinking quantum dots, cosmic ray statistics, and various scattering processes in particle physics. Other recent applications of the Superstatistics are briefly reviewed by Refs. [8, 9]. (b) The applicability of this formalism impose that the Superstatistics formalism can only be applied if you have sufficient time scale separation in the complex system. Beck and Tsallis $[10,11]$ show the existence of a mapped of the superstatistical non-equilibrium system onto an equilibrium system of ordinary statistical mechanics with an average inverse temperature $\beta_{0} \equiv\langle\beta\rangle$.

This mapped allows us to say that it is possible to carry out ordinary statistical mechanics to the Superstatistics of a non-equilibrium system with all the known formulas. Thus, the second task of this work is to use the formalism of Su perstatistics to study the one-dimensional Klein-Gordon oscillator and calculate the Superstatistics properties of this oscillator. This study, to the best of our knowledge, is new, novel, and has not been treated and discussed in the available literature. Finally, this paper will also study the effect of the saturation of the spectrum on the thermodynamic properties of the one-dimensional Klein-Gordon oscillator for both
ordinary statistical mechanics and generalized statistical mechanics for superstatistical systems. Firstly, we will study the effect of the saturation of the spectrum on the thermodynamic properties for this oscillator in ordinary statistical mechanics, and then extend the discussions to the case of generalized statistical mechanics for superstatistical systems. In both cases, the dependence with the gamma parameter of the partition function, and other thermal quantities such as free energy, total energy, entropy and specific heat have been determinate. In our case, we have a choice of a function $f(\beta)$ following a Gamma distribution, which is defined by

$$
\begin{equation*}
f(\beta)=\frac{1}{b \Gamma(c)}\left(\frac{\beta}{b}\right)^{c-1} e^{-\frac{\beta}{b}} . \tag{2}
\end{equation*}
$$

where $(b>0, c>1)$ are real parameters.
This choice is justified by the wider use of its distribution in the literature. Now, by using the function, we will calculate at first the generalized Boltzmann factor, $B(E)$, and consequently the partition function for the system $Z(\beta)$. With the partition function, all other thermodynamic properties, as well as their dependence with the parameter $\gamma$, will be obtained.

The paper is organized as follows. We study in Sec. 2, the thermal properties of the oscillator for the case of the potentials dependent on energy in the framework of the statistical mechanics. Then Sec. 3 is devoted to the formalism of Su perstatistics. Section 4 will be brief a conclusion.

## 2. The thermal properties of the onedimensional Klein-Gordon oscillator with energy-dependent potentials

### 2.1. The eigensolutions: review

The free Klein-Gordon equation is $(\hbar=m=\omega=c=1)$ [6]

$$
\begin{equation*}
\left\{p^{2}-\left(E^{2}-1\right)\right\} \psi=0 \tag{3}
\end{equation*}
$$

In the presence of the oscillator interaction, (3) becomes

$$
\begin{equation*}
\left\{(p+i x)(p-i x)-\left(E^{2}-1\right)\right\} \psi(x)=0 \tag{4}
\end{equation*}
$$

or explicitly, we write

$$
\begin{align*}
&\left(\frac{p^{2}}{2}+\frac{x^{2}}{2}\right) \psi(x, E)=\left\{\frac{E^{2}-1}{2}\right. \\
&\left.+\frac{1}{2}(1+\gamma E)\right\} \psi(x, E) \tag{5}
\end{align*}
$$

To obtain Eq. (5), we make the substitution $p_{x} \rightarrow p_{x}+$ $i(1+\gamma E) x$, in which the parameter $\gamma$ is is the energydependent term, then Eq. (5) represent an equation of a harmonic oscillator in one-dimension. So, the corresponding eigensolutions are given as [6]

$$
\begin{equation*}
\psi(x, E)=C_{n} H_{n}(\sqrt{\lambda} x) \exp \left(-\frac{\lambda}{2} x^{2}\right) \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
E^{4}-2 E^{2}-4 n^{2}-4 n^{2} \gamma E+1=0 \tag{7}
\end{equation*}
$$

with $\lambda=\sqrt{1+\gamma E}$, and $C_{n}$ is the normalization constant and is calculated as follows

$$
C_{n}^{2}=\frac{1}{2^{n} n!} \frac{(1+\gamma E)^{\frac{1}{4}}}{\sqrt{\pi}}\left\{E-\frac{\gamma}{2 \sqrt{1+\gamma E}}\left(n+\frac{1}{2}\right)\right\}^{-1}
$$

Here $H_{n}$ is the Hermite polynomials. The Eq. (7) is an algebraic equation of degree 4 , which has real and complex solutions. The complex solution does not have any physical meaning except the real solutions. Therefore, some interesting results can be extrapolated directly as follows:

- the modified scalar product is the origin of the spectrum that exhibits saturation instead of growing infinitely,
- this saturation appears for the high levels contrary to what has been found in the non-relativistic case,
- the analytical asymptotic limits are well depicted,
- the beginning of the saturation starts from a specific quantum number $N_{\max }$. These parameters decrease rapidly when $|\gamma|$ increases slowly.

Now, we intend to show the influence of the parameter $\gamma$ on the probability density $\rho_{K G}$. The probability density is expressed by the following equation (see Appendix A for details)

$$
\begin{align*}
\rho_{K G}(x, E) & =\psi(x, E)^{*}\left\{2 E-\frac{\partial V(x, E)}{\partial E}\right\} \psi(x, E) \\
& =\left(2 E-\frac{1}{2} \gamma x^{2}\right)|\psi(x, E)|^{2} \tag{8}
\end{align*}
$$

So that $\rho_{K G}$ represent a physical system, only two possibilities can exist regardless of the sign of $\rho_{K G}$, i.e., either $\rho_{K G}<0$ or $\rho_{K G}>0$. Thus, as a consequence of this, the sign of the parameter $\gamma$ is negative for particles, and positive for antiparticles (see Ref. [6])

### 2.2. The thermal quantities in ordinary statistical mechanics via the Euler-MacLaurin formula

To obtain the partition function from the obtained energy spectrum, we adopt the following way, which the partition function $Z$ is defined by [5]:

$$
\begin{equation*}
Z=\sum_{n=0}^{\infty} e^{-\beta E_{n}} \tag{9}
\end{equation*}
$$

were $\beta=\left(1 / k_{B} T\right)$ with $k_{b}$ is the Boltzmann constant and $T$ is the temperature in Kelvin. Tto calculate this function, we adopt two approaches: (i) we first fixed the parameter $\gamma$, and then varied the values of $n$ until we obtain the saturation phenomena in our spectrum of the energy (Eq. (7)) and so on,
and (ii) via the method used by the authors [5] which is well described in their work. Following this, Eq. (9) becomes

$$
\begin{align*}
& Z \equiv \sum_{n=0}^{\infty} e^{-\beta E n} \simeq \underbrace{\sum_{n=0}^{N} e^{-\beta E n}}_{I}+\text { All levels are } \\
& \text { in saturations } \simeq \underbrace{\sum_{n=0}^{N} e^{-\beta E n}}_{\text {contribution of few levels }} \tag{10}
\end{align*}
$$

The first term in (10) is the contribution of all levels until the beginning of a saturation behavior in the spectrum of energy. The second one is the contribution of all saturation levels.

To evaluate the partition function, we use the EulerMaclaurin formula [13-18]

$$
\begin{align*}
\sum_{n=0}^{\infty} f(x) & =\frac{1}{2} f(0)+\int_{0}^{\infty} f(x) d x \\
& -\sum_{p=1}^{\infty} \frac{B_{2 p}}{(2 p)!} f^{(2 p-1)}(0) \tag{11}
\end{align*}
$$

where $B_{2 p}$ are the Bernoulli numbers. and $f^{(2 p-1)}$ is the derivative of order $(2 p-1)$. In statistical mechanics, the Boltzmann factor $e^{-\beta E}$ is an essential tool used to determine thermodynamic quantities such as the partition function $Z(\beta)$, free energy $F(\beta)$, total energy $U(\beta)$, entropy $S(\beta)$, and specific heat $C(\beta)$, for a given system. These quantities are defined as

$$
\begin{align*}
F & =-\frac{1}{\beta} \ln Z, U=-\frac{\partial \ln Z}{\partial \beta}  \tag{12}\\
\frac{S}{k_{B}} & =\ln Z-\beta \frac{\partial \ln Z}{\partial \beta}, \frac{C}{k_{B}}=\beta^{2} \frac{\partial^{2} \ln Z}{\partial \beta^{2}} \tag{13}
\end{align*}
$$

In what follows we will focus our study on the influence of the parameter $\gamma$ on these quantities for the case of the onedimensional Klein-Gordon oscillator.

### 2.3. Results and discussions

We give our basic results in Figs. 1, 2, 3, and 4, where we plot the variation of all thermal functions versus the inverse of the temperature $\beta$ for different values of $\gamma$. We emphasize that the behavior of the partition function, specific heat, free energy, and entropy are not identical to those obtained for the relativistic oscillators. The reason for this is fundamentally related to the nature of the interactions of KG oscillator and the potential that are linearly depends on the energy considered here. We must mention that all these results found here about the thermal properties in our problem can be extended to the case of 1D Dirac oscillator (both Eqs. (7) and (B.8).

In Fig. 1, we plot the variation of the partition function $Z$ concerning $\beta$ for different values of $\gamma$. Figure 1 shows that partition function increases with decreases values of $\beta$. Besides the effect of the parameter $\gamma$ on the partition function is more apparent for nearly high temperatures.


Figure 1. The partition function $Z$ versus $\beta$ with different parameters of $\gamma$.


Figure 2. The free energy $F$ versus $\beta$ with different parameters of $\gamma$.

In Fig. 2, we give the variation of the free energy $F$ as a function of the parameter $\beta$ for different values of $\gamma$ : we can see that the free energy $F$ has an upper limit for the low temperatures.

In Fig. 3 we observe that the entropy decreases with parameter $\beta$ and has an upper limit for the high temperatures: The effect of $\gamma$ on the entropy $S$ is more apparent for the high temperatures. For the low temperatures, we have $S \rightarrow 0$.

In Fig. 4 the specific heat $C_{v}$ versus the temperature inverse $\beta$ for different values of $\gamma$ values have been well depicted. We observe that, for each specific value of $\gamma$, each curve has a peak symmetry around a suitable temperature $\beta$. The intensity of these peaks increases as $\gamma$ increases. For the high values of $\beta$ we have $C_{v} \rightarrow 0$ : the third law of thermodynamics is well fulfilled.

Now, we are ready to extend our discussions to the case of Generalized statistical mechanics for a superstatistical framework.


Figure 3. The entropy $S$ versus $\beta$ with different parameters of $\gamma$.


Figure 4. Specific heat versus $\beta$ with different parameters of $\gamma$.

## 3. Superstatistical properties of the onedimensional Klein-Gordon oscillator with energy-dependent potentials

### 3.1. Partition function in Superstatistics

Instead to use the habitual stationary probability distribution

$$
\begin{equation*}
\frac{e^{-\beta E}}{\mathcal{Z}} \tag{14}
\end{equation*}
$$

we have

$$
\begin{equation*}
p(E)=\frac{B(E)}{\mathcal{Z}} \tag{15}
\end{equation*}
$$

with

$$
\mathcal{Z}(\beta)=\sum_{n} B\left(E_{n}\right),
$$

where $Z(\beta)$ is the normalization constant of $e^{-\beta E}$ for a given $\beta$ (or partition function).

In what follows we use the $\chi^{2}$-distribution or Gamma distribution: the probability density function reads as

$$
\begin{equation*}
f(\beta)=\frac{1}{b \Gamma(c)}\left(\frac{\beta}{b}\right)^{c-1} e^{-\frac{\beta}{b}} \tag{16}
\end{equation*}
$$

Note here that in the superstatistics approach, only a few possible distributions $f(\beta)$ are relevant: (i) $\chi^{2}$-superstatistics (=Tsallis statistics), (ii) inverse $\chi^{2}$-superstatistics, and (iii) log-normal superstatistics. In our case, we are focused on Gamma distribution defined by Eq. (16): this choice is justified by the wide use of this distribution in the literature: as an example, we can cite the following: in blinking quantum dots, cosmic ray statistics, various scattering processes in particle physics [9], one-dimensional Dirac oscillator [7] and the thermo-magnetic properties of a system of 2 D GaAs quantum dots [34]. Other recent applications of the superstatistics are briefly reviewed by Refs. [8,25,26] and references therein.

The integration over $\beta$ yields the generalized Boltzmann factor

$$
\begin{equation*}
B\left(E_{n}\right)=\left\{1+b E_{n}\right\}^{-c} \tag{17}
\end{equation*}
$$

Now, according to the following works of Tsallis [19-23], the non-extensive statistics of Tsallis defined by the so-called q-exponential function

$$
\begin{equation*}
e_{q}^{-\beta_{0} E}=\left(1+(q-1) \beta_{0} E\right)^{-\frac{1}{q-1}}, \tag{18}
\end{equation*}
$$

with the q -exponential function is defined by $[22,23]$

$$
e_{q}(x)= \begin{cases}(1+(1-q) x)^{-\frac{1}{q-1}} & 0<q<1  \tag{19}\\ e^{x} & q=1\end{cases}
$$

and where the parameter $q$ is the index of non-extensive statistical mechanics: if we identify $c=1 / q-1$ and $b c=\beta_{0}$ where $\beta_{0}$

$$
\begin{equation*}
\beta_{0} \equiv\langle\beta\rangle=\int_{0}^{\infty} \beta f(\beta) d \beta=b c \tag{20}
\end{equation*}
$$

is the average of $\beta$, Eq. (17) becomes the generalized Boltzmann factor $\left[\left(1+(q-1)\langle\beta\rangle E_{n}\right)^{-(1 / q-1)}\right]$ of non-extensive statistical mechanics. In this case, Eq. (17) is transformed into

$$
\begin{equation*}
B(E)=e_{q}^{-\langle\beta\rangle E_{n}} \tag{21}
\end{equation*}
$$

Note here that in the limit where $q \rightarrow 1$, we recover both (i) the habitual exponential function and (ii) the ordinary statistics mechanics.

In our case, to seek simplicity, we use the approximation of the low-energy asymptotics (for more detail, see Ref. [7]). This approximation represents the leading order correction to ordinary statistical mechanics in our system with temperature fluctuations for small values of the energy $E$. More precisely, the low-energy asymptotics behavior is universal: that means that the generalized Boltzmann factor for a different choice
of Superstatistics is expressed in terms of the universal parameters $q$ and $\beta_{0}$ as follows:

$$
\begin{align*}
B\left(E_{n}\right) & \approx e^{-\beta_{0} E_{n}}\left(1+\frac{a}{2}\langle\beta\rangle^{2} E_{n}^{2}\right. \\
& \left.+g(q)\langle\beta\rangle^{3} E_{n}^{3}+\cdots\right), \tag{22}
\end{align*}
$$

where the function $g(q)$ depends on the Superstatistics chosen, $e$, on the choice of $f(\beta)$. In our case (Gamma distribution), $g(q)=-\left(a^{2} / 3\right)$.

Now, due to this universality, Beck [24] introduced a universal parameter $q$ for any Superstatistics, not only for Tsallis statistics: this parameter is given by the following relation

$$
\begin{equation*}
q=\frac{\left\langle\beta^{2}\right\rangle}{\langle\beta\rangle^{2}} . \tag{23}
\end{equation*}
$$

The physical meaning of the parameter $q$ is just the coefficient of variation of the distribution $f(\beta)$, defined by the ratio of standard deviation and mean. If there are no fluctuations of $\beta$ at all, we obtain $q=1$ as required.

So, according to this approximation, the generalized Boltzmann factor, can be rewritten as

$$
\begin{align*}
B\left(E_{n}\right) & =e^{-\frac{1}{q-1} \ln \left(1+(q-1)\langle\beta\rangle E_{n}\right)} \approx e^{-\beta_{0} E_{n}} \\
& \times\left(1+\frac{a}{2}\langle\beta\rangle^{2} E_{n}^{2}-\frac{a^{2}}{3}\langle\beta\rangle^{3} E_{n}^{3}+\cdots\right), \tag{24}
\end{align*}
$$

with $a=q-1$. The zeroth-order approximation to $B\left(E_{n}\right)$ corresponds, as is expected, to the "pure" Boltzmann statistics

$$
\begin{equation*}
B\left(E_{n}\right) \sim e^{-\langle\beta\rangle E_{n}} . \tag{25}
\end{equation*}
$$

### 3.2. Generalized statistical mechanics for superstatistical systems

As we know in statistical mechanics, the habitual Boltzmann factor $e^{-\beta E}$ is an essential tool used to determine thermodynamic quantities such as the partition function $Z(\beta)$, free energy $F(\beta)$, total energy $U(\beta)$, entropy $S(\beta)$ and specific heat $C(\beta)$, for a given system. These quantities are defined as

$$
\begin{align*}
F & =-\frac{1}{\beta} \ln Z, \quad U=-\frac{\partial \ln Z}{\partial \beta}  \tag{26}\\
\frac{S}{k_{B}} & =\ln Z-\beta \frac{\partial \ln Z}{\partial \beta}, \quad \frac{C}{k_{B}}=\beta^{2} \frac{\partial^{2} \ln Z}{\partial \beta^{2}} . \tag{27}
\end{align*}
$$

Recently, a remark about the validity of the applicability of the Eqs. (26) and (27) to the case of Superstatistics seems important has been treated. To extend all well-known formulae of normal statistical mechanics to the case of Superstatistics, are restricted by the following conditions; First, Superstatistics is characterized by using the superposition of multiple different statistical models to achieve the desired nonlinearity. In terms of ordinary statistical ideas, this is equivalent to compounding the distributions of random variables.

More precisely, Superstatistics assumes that the correct ensemble is not canonical, but a superposition of canonical ensembles at different (inverse) temperatures weighted by a factor $f(\beta)$. So, the Superstatistics denoted by symbol $B(E)$, allows the infinite types of system's distribution with respect to E , once the fluctuating distribution $f(\beta)$ is given. This factor is based on three crucial premises; (i) a system is partitioned into cells that can be considered to be reached an equilibrium locally, which is characterized by a single $\beta$, (ii) its statistical factor is Gibbsian and (iii) the separation between two time scales is adequate, that is, the time for approaching to each local equilibrium state is much faster than that for varying $f(\beta)$. This last criterion means that the framework of the theory of Superstatistics regards the existence of temporally local equilibrium within each of the cells that subdivide a non-equilibrium thermodynamic system. Thus, this formalism can only be applied if we have sufficient time scale separation in the complex system, so that the system has enough time to find local equilibrium in the local cells with a given $\beta$. In the local cells, local equilibrium statistical mechanics is then valid for the given $\beta$ in that cell (for more detail see Ref. [7] and references therein). In conclusion, and following these arguments, it is possible to do ordinary statistical mechanics for this superstatistical non-equilibrium system, with all the known formulae such as described by Eqs. (12 and 13)). Note here that some recent theoretical developments, in the context of the theory of superstatistics, have used the known formulae of normal statistical mechanics in their investigation on some problems in physics [27-33]. Their results can be accepted only in the framework of the above arguments about the applicability of the habitual thermodynamics laws in the superstatistics formalism.

In the recent paper of Castaño et al [34], the authors used the q -algorithm of the q -calculus formalism [22,23] to discuss thermo-magnetic properties of a system of 2 D GaAs quantum dots. Here we can mention two remarks about this formalism:

- When we use a q-logarithm, the algebra of our problem is deformed, and it follows the theory of q-calculus formalism with the following q -sum and q -product definitions [22,23]

$$
\begin{align*}
& x \otimes_{q} y=\left(x^{1-q}+y^{1-q}-1\right)_{+}^{\frac{1}{1-q}},(x>, y>0)  \tag{28}\\
& x \oplus_{q} y=x+y+(1-q) x y \tag{29}
\end{align*}
$$

- Following this algebra, the $q$-derivative definition, in the framework of the $q$-calculus formalism, is given by [35-39]

$$
\begin{align*}
D_{q} f(x) & \equiv \lim _{x \rightarrow y} \frac{f(x)-f(1 y)}{x \ominus_{q} y} \\
& =\{1+(1-q) x\} \frac{d f(x)}{d x} . \tag{30}
\end{align*}
$$

Although the superstatistics is a non-equilibrium process, the authors (i) do not give the arguments of the validity of applicability of habitual law thermodynamics in superstatistics for their case, and (ii) they have not used Eq. (30) in their calculations.

Now, when we starting with the following generalized Boltzmann factor defined by E. (24), the partition function is

$$
\begin{align*}
\mathcal{Z} & =\sum_{n} B\left(E_{n}\right)=\sum_{n} e^{-\langle\beta\rangle E_{n}} \\
& \times\left(1+\frac{a}{2}\langle\beta\rangle^{2} E_{n}^{2}-\frac{a^{3}}{3}\langle\beta\rangle^{3} E_{n}^{3}\right) \\
& =\left(1+\frac{a}{2}\langle\beta\rangle^{2} \frac{d^{2}}{d\langle\beta\rangle^{2}}+\frac{a^{3}}{3}\langle\beta\rangle^{3} \frac{d^{3}}{d\langle\beta\rangle^{3}}\right) \sum_{n=0}^{\infty} e^{-\langle\beta\rangle E_{n}} \\
& =\left(1+\frac{a}{2}\langle\beta\rangle^{2} \frac{d^{2}}{d\langle\beta\rangle^{2}}+\frac{a^{3}}{3}\langle\beta\rangle^{3} \frac{d^{3}}{d\langle\beta\rangle^{3}}\right) Z \tag{31}
\end{align*}
$$

To evaluate this partition function, we calculate at first the term $Z$ with the same method used above. Thus, we found That

$$
\begin{align*}
\mathcal{Z}(\langle\beta\rangle) & =\left(1+\frac{a}{2}\langle\beta\rangle^{2} \frac{d^{2}}{d\langle\beta\rangle^{2}}+\frac{a^{3}}{3}\langle\beta\rangle^{3} \frac{d^{3}}{d\langle\beta\rangle^{3}}\right) \\
& \times \underbrace{\sum_{n=0}^{N} e^{-\langle\beta\rangle E n}}_{\text {contribution of few levels }} \tag{32}
\end{align*}
$$

So, $\mathcal{Z}$ is an essential tool used to determine thermodynamic quantities such as the partition function $Z(\beta)$, free energy $F(\beta)$, total energy $U(\beta)$, entropy $S(\beta)$, and specific heat $C(\beta)$, for a given system. These quantities are defined by replacing $\beta$ by $\langle\beta\rangle$ in Eqs. (12) and (13).

### 3.3. Results and discussions

Now, after this discussion about (26) and (27) in the case of the Superstatistics formalism, we are ready to discuss our numerical simulations found. In our case, we concentrate only on the main function, such the entropy, and the specific heat to seek the existence of saturation and the nature of this saturation.

Our basic results are plotted in Figs. 5, 6, 7 and 8, in these figures, we plot the variation of the entropy and the specific heat versus the inverse of the temperature $\beta$ for different values of $\gamma$ and q : recall that these parameters denote the parameter of the dependence of the potential with energy and the parameter of deformation respectively.

Besides these figures are subdivided into four canvas following the choice of the parameter $\gamma$. Here we have selected four values of $\gamma<-1$ [6], which correspond the case of particles $(E>0)$. Each canvas is presented and specified by a value of the parameter $\gamma$. It contains the curves of the


Figure 5. Thermal quantities of 1D (KGO) for $\gamma=-0.1$ and different values of $q$.

a)


— $\mathrm{q}=0.1$----- $\mathrm{q}=0.2$.......... $\mathrm{q}=0.3$-.-.-.. $\mathrm{q}=0.4$
$\mathrm{q}=0.5-\cdots-\mathrm{q}=0.6 \longrightarrow-\mathrm{q}=0.7 \longrightarrow \mathrm{q}=0.8$
$q=0.9$----- $q=1$

Figure 6. Thermal quantities of 1D (KGO) for $\gamma=-0.3$ and for different values of $q$.
entropy and the specific heat for different values of the parameter of deformation $q$. We emphasize that the behavior of these functions is not identical from canvas to another.

Now, from these canvases, three remarks can be made about the influence of both parameters $\gamma$ and $q$ on the thermal properties of our oscillator:

- From canvas to another, we can see that the number of Gaussian-like shape in specific heat curves is different. For a specific value of the parameter $\gamma$, we observe that (i) these curves have a peak symmetry around a suitable temperature $\beta$, (ii) the intensity of these peaks increases as $q$ decreases and (ii) finally, they appear when $q \rightarrow 1$. Also, the number of these peaks decreases when $|\gamma|$ increases, and they increase when $\gamma$ decreases: in our case, we have a maximum number of these peaks when $\gamma=-0.1$.
- These peaks correspond to the phenomena of saturation that appear in the case of the problems with the potentials dependence energy. In this context, we note that the observation of peaks in the curves of specific heat indicates that there are a small number of discrete energy levels dominating the behavior of our system in question. This behavior is due essentially to the dependence of the potential of our oscillator with the energy: as argued in [5], this situation is very similar to the case of Schottky peak (Schottky anomaly) which is a broad maximum in the specific heat observed in systems with several discrete energy levels, and not a phase transition.
- Contrarily to the non-relativistic limit( see Ref. [5]), the limit of specific heat is equal zero only in very high-temperatures $(\beta \rightarrow 0)$. In very low-temperatures $(\beta \rightarrow \infty)$, for different values of $\gamma$, this limit depends


Figure 7. Thermal quantities of 1D (KGO) for $\gamma=-0.5$ and for different values of $q$.





Figure 8. Thermal quantities of 1D (KGO) for $\gamma=-0.7$ and for different values of $q$.
on the value of the parameter $q$. When $q$ is around 1 , we obtain the well know third thermodynamic law.

- On the other hand, in the range of high temperatures ( $\beta \rightarrow 0$ ), we have $C \rightarrow 0$ : this situation, for all canvas, can be argued to the existence of saturation of spectrum of energy for this type of potential, i.e., the energy-dependent potential. So, all curves, exhibit a transition phase between the growth phase, and the socalled saturation phase. In our best knowledge, this phenomena do not treated and discussed in the literature.

Recently, the superstatistical of the one-dimensional Dirac oscillator has been well studied [7]. Although arguments of the validity of applicability of law thermodynamics in superstatistics for both Dirac and Klein-Gordon equations are
the same, the difference is very clear. The reason for this is twofold:

- This study in question is devoted to the case of the onedimensional Dirac oscillator describing fermionic particles without energy-dependent potentials.
- Although the eigenvalues of one-dimensional Dirac oscillator with energy-dependent potentials have the same form of energy as those for our considered case, the situation is not the same: the probability density, in this case, is given by [3]

$$
\begin{equation*}
\rho=\bar{\psi} \gamma^{0}\left(1-\frac{\partial V}{\partial E}\right) \psi \tag{33}
\end{equation*}
$$

which $\psi$ is a spinor, not a scalar. This definition is very different from the case of the Klein-Gordon equation
(see Eq. (A.17)), which describing the bosonic particles.

In conclusion, in order to understand well the influence of the parameter of $q$ of our Superstatistics formalism on the thermal properties of our oscillator, we choose the lowest values of the parameter $\gamma$. This parameter contains all information about the potentials which depend on energy.

## 4. Conclusion

In this work, we studied the influence of energy-dependent potentials on the thermodynamic quantities of a onedimensional Klein-Gordon oscillator. The variation of these functions vs $\beta$ have been given in the figures. We have obtained the variation of thermal functions such as the free energy, the entropy, and the specific heat with $\beta$, and also discussed the results for high temperatures for different values of $\gamma$.

Also, we considered the Superstatistics of the statistical mechanics of 1D-(KGO). We derived, by using the form of the energy spectrum of this oscillator, the partition function of our problem in question. In the framework of the applicability of this formalism, which imposes that the Superstatistics formalism can only be applied if you have sufficient time scale separation in the complex system. So, we show the existence of a mapped of the superstatistical non-equilibrium system onto an equilibrium system of ordinary statistical mechanics exists. This mapped allows us to tell that it is possible to do ordinary statistical mechanics for this superstatistical non-equilibrium system, with all the known formulas.

In our case, we have used (i) this mapping to determinate the Superstatistics of our problem in question, and (ii) choice a function $f(\beta)$ following a Gamma distribution which is defined by Eq. (2). Now, by using this function, we have calculated at first the generalized Boltzmann factor, $B(E)$, and consequently the desired partition function for our problem $\mathcal{Z}(\beta)$. According to this function, all thermodynamic properties such as mean energy, Helmholtz free energy, entropy, and the specific heat have been determinate: as a result we observe that phenomena of saturation in the curve of specific heat appear only in the lowest values of $\gamma$ (in our case $\gamma=-0.1$ ) and when the parameter of our Superstatistics formalism $q \rightarrow 1$. Finally, the limit of specific heat is equal to zero only in very high-temperatures $\beta \rightarrow 0$. In very lowtemperatures $(\beta \rightarrow \infty)$, for different values of $\gamma$, this limit depends on the value of the parameter $q$. When $q$ is around 1, we obtain the well-known third thermodynamic law. In the range of high temperatures $(\beta \rightarrow 0)$, we have $(C \rightarrow 0)$. This situation, can be argued to the existence of saturation of the spectrum of energy for this type of potential, i.e., the energydependent potential. So, all curves, as in the non-relativistic limit, exhibit a transition phase between the growth phase and the so-called saturation phase.

## Appendix

## A. Modified product scalar in the Klein-Gordon equation

Let us examine this problem of normalization by considering the Klein-Gordon equation [3]

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial t^{2}}-\Delta \psi+m^{2} \psi+V\left(\boldsymbol{r}, i \frac{\partial}{\partial t}\right) \psi=0 \tag{A.1}
\end{equation*}
$$

and its complex conjugate

$$
\begin{equation*}
\frac{\partial^{2} \psi^{*}}{\partial t^{2}}-\Delta \psi^{*}+m^{2} \psi^{*}+V\left(\boldsymbol{r},-i \frac{\partial}{\partial t}\right) \psi^{*}=0 \tag{A.2}
\end{equation*}
$$

When we multiply these two equations multiplied by $\psi^{*}$ and $\psi$ respectively, and after a subtraction we obtain

$$
\begin{align*}
\frac{\partial}{\partial t} & \left(\psi \frac{\partial \psi^{*}}{\partial t}-\psi^{*} \frac{\partial \psi}{\partial t}\right)+\boldsymbol{\nabla}\left(\psi^{*} \boldsymbol{\nabla} \psi-\psi \boldsymbol{\nabla} \psi^{*}\right) \\
& +\psi\left\{V\left(\boldsymbol{r},-i \frac{\partial}{\partial t}\right) \psi^{*}\right\} \\
& -\psi^{*}\left\{V\left(\boldsymbol{r}, i \frac{\partial}{\partial t}\right) \psi\right\}=0 \tag{A.3}
\end{align*}
$$

By using that

$$
\begin{equation*}
f(t)=\frac{\partial}{\partial t} \int^{t} d s f(s) \tag{A.4}
\end{equation*}
$$

and to obtain the continuity equation $(\partial \rho / \partial t)+(\partial j / \partial x)=0$, with $\boldsymbol{j}=\psi^{*} \boldsymbol{\nabla} \psi-\psi \boldsymbol{\nabla} \psi^{*}$, we have

$$
\begin{align*}
\frac{\partial}{\partial t} & {\left[\psi \frac{\partial \psi^{*}}{\partial t}-\psi^{*} \frac{\partial \psi}{\partial t}+\int^{t} d s\right.} \\
& \times\left[\psi(\boldsymbol{r}, s)\left\{V\left(\boldsymbol{r},-i \frac{\partial}{\partial s}\right) \psi^{*}(\boldsymbol{r}, s)\right\}\right. \\
& \left.\left.-\psi^{*}(\boldsymbol{r}, s)\left\{V\left(\boldsymbol{r}, i \frac{\partial}{\partial s}\right) \psi(\boldsymbol{r}, s)\right\}\right]\right] \\
& +\boldsymbol{\nabla}\left(\psi^{*} \boldsymbol{\nabla} \psi-\psi \boldsymbol{\nabla} \psi^{*}\right)=0 \tag{A.5}
\end{align*}
$$

Here the density $\rho$ is written as

$$
\begin{align*}
\rho & =\frac{1}{i}\left\{\psi \frac{\partial \psi^{*}}{\partial t}-\psi^{*} \frac{\partial \psi}{\partial t}+\int^{t} d s\right. \\
& \times\left[\psi(\boldsymbol{r}, s)\left\{V\left(\boldsymbol{r},-i \frac{\partial}{\partial s}\right) \psi^{*}(\boldsymbol{r}, s)\right\}\right. \\
& \left.\left.-\psi^{*}(\boldsymbol{r}, s)\left\{V\left(\boldsymbol{r}, i \frac{\partial}{\partial s}\right) \psi(\boldsymbol{r}, s)\right\}\right]\right\} \tag{A.6}
\end{align*}
$$

As we have that

$$
\begin{equation*}
\int d^{3} r \rho=1 \tag{A.7}
\end{equation*}
$$

SO

$$
\begin{align*}
\int d^{3} r & \frac{1}{i}
\end{aligned} \begin{aligned}
& {\left[\psi \frac{\partial \psi^{*}}{\partial t}-\psi^{*} \frac{\partial \psi}{\partial t}+\int^{t} d s \int^{t} d s\right.} \\
& \times\left[\psi(\boldsymbol{r}, s)\left\{V\left(\boldsymbol{r},-i \frac{\partial}{\partial s}\right) \psi^{*}(\boldsymbol{r}, s)\right\}\right. \\
& \left.\left.-\psi^{*}(\boldsymbol{r}, s)\left\{V\left(\boldsymbol{r}, i \frac{\partial}{\partial s}\right) \psi(\boldsymbol{r}, s)\right\}\right]\right]=1 \tag{A.8}
\end{align*}
$$

is the exact expression of normalization.
Putting now that

$$
\begin{align*}
\psi(\boldsymbol{r}, t) & =\int d E a_{E} \varphi_{E}(\boldsymbol{r}) e^{-i E t}  \tag{A.9}\\
\psi^{*}(\boldsymbol{r}, t) & =\int d E^{\prime} a_{E^{\prime}}^{*} \varphi_{E^{\prime}}^{*}(\boldsymbol{r}) e^{+i E^{\prime} t} \tag{A.10}
\end{align*}
$$

so we have

$$
\begin{align*}
i \rho & =i \iint d E d E^{\prime} a_{E^{\prime}}^{*} a_{E} \varphi_{E}(\boldsymbol{r}) \varphi_{E^{\prime}}^{*}(\boldsymbol{r}) \\
& \times\left[e^{-i\left(E-E^{\prime}\right) t}\left(E^{\prime}+E\right)\right. \\
& -\left\{\frac{e^{-i\left(E-E^{\prime}\right) t}}{E^{\prime}-E}+\mathrm{Cte}\right\} \\
& \left.\times\left\{V\left(\boldsymbol{r}, E^{\prime}\right)-V(\boldsymbol{r}, E)\right\}\right] . \tag{A.11}
\end{align*}
$$

Now, if we choose that

$$
\begin{align*}
a_{E} & =\delta\left(E-E_{0}\right),  \tag{A.12}\\
a_{E^{\prime}} & =\delta\left(E^{\prime}-E_{0}\right), \tag{A.13}
\end{align*}
$$

and after a limit development of $V$ with

$$
\begin{align*}
V\left(\boldsymbol{r}, E^{\prime}\right) & =V(\boldsymbol{r}, E)+\left(E^{\prime}-E\right) \frac{\partial V(\boldsymbol{r}, E)}{\partial E} \\
& +\frac{1}{2}\left(E^{\prime}-E\right)^{2} \frac{\partial^{2} V(\boldsymbol{r}, E)}{\partial E^{2}}+\ldots \tag{A.14}
\end{align*}
$$

Eq. (A.11) becomes

$$
\begin{align*}
i \rho & =i \iint d E d E^{\prime} \delta\left(E-E_{0}\right) \delta\left(E^{\prime}-E_{0}\right) \varphi_{E}(\boldsymbol{r}) \varphi_{E^{\prime}}{ }^{*}(\boldsymbol{r}) \\
& \times e^{-i\left(E-E^{\prime}\right) t}\left[E^{\prime}+E-\frac{\partial V(\boldsymbol{r}, E)}{\partial E}-\frac{1}{2}\left(E^{\prime}-E\right)\right. \\
& \left.\times \frac{\partial^{2} V(\boldsymbol{r}, E)}{\partial E^{2}}+\ldots\right]+\operatorname{Cte}\left[\left(E^{\prime}-E\right) \frac{\partial V(\boldsymbol{r}, E)}{\partial E}\right. \\
& \left.+\frac{1}{2}\left(E^{\prime}-E\right)^{2} \frac{\partial^{2} V(\boldsymbol{r}, E)}{\partial E^{2}}+.\right] \tag{A.15}
\end{align*}
$$

After integration on $E$ and $E^{\prime}$, we arrive at the final result

$$
\begin{equation*}
\rho=\varphi_{E_{0}}(\boldsymbol{r}) \varphi_{E_{0}}^{*}(\boldsymbol{r})\left\{2 E_{0}-\frac{\partial V\left(\boldsymbol{r}, E_{0}\right)}{\partial E_{0}}\right\} \tag{A.16}
\end{equation*}
$$

and the condition of normalization becomes

$$
\begin{equation*}
\int d^{3} r \varphi_{E_{0}}(\boldsymbol{r}) \varphi_{E_{0}}^{*}(\boldsymbol{r})\left\{2 E_{0}-\frac{\partial V\left(\boldsymbol{r}, E_{0}\right)}{\partial E_{0}}\right\}=1 \tag{A.17}
\end{equation*}
$$

## B. The eigensolutions of 1D Dirac oscillator with energy-dependent potential

The free Dirac equation is:

$$
\begin{equation*}
\left[\alpha\left(p-i \lambda \gamma^{0} x\right)+\gamma^{0}\right] \psi=E \psi \tag{B.1}
\end{equation*}
$$

where $\lambda=\sqrt{1+\gamma E}, \alpha=\sigma_{x}$ and $\gamma^{0}$ are the Dirac matrices. These matrices are given by

$$
\sigma_{x}=\left(\begin{array}{ll}
0 & 1  \tag{B.2}\\
1 & 0
\end{array}\right), \gamma^{0}=\sigma_{z}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

From (B.1) we get a set of coupled equations as follows:

$$
\begin{align*}
& \left(p_{x}-i \lambda x\right) \psi_{1}=(E+1) \psi_{2}  \tag{B.3}\\
& \left(p_{x}+i \lambda x\right) \psi_{2}=(E-1) \psi_{1} \tag{B.4}
\end{align*}
$$

Using (B.4) we have

$$
\begin{equation*}
\psi_{2}=\frac{\left(p_{x}-i \lambda x\right)}{(E+1)} \psi_{1} \tag{B.5}
\end{equation*}
$$

Putting (B.5) into (B.3), we get

$$
\begin{equation*}
\left(p_{x}+i \lambda x\right)\left(p_{x}-i \lambda x\right) \psi_{1}=\left(E^{2}+1\right) \psi_{1} \tag{B.6}
\end{equation*}
$$

In the presence of a potential with energy-dependent potential, (B.6) changes into

$$
\begin{align*}
& \left(\frac{p_{x}^{2}}{2}+\frac{1}{2} \lambda^{2} x^{2}\right) \psi_{1}(x, E) \\
& =\left(\frac{E^{2}-1+\lambda}{2}\right) \psi_{1}(x, E) \tag{B.7}
\end{align*}
$$

the Eq. (B.7) is the standard equation of a harmonic oscillator in one-dimensional. The energy levels are well-known, and are given by

$$
\begin{equation*}
E^{4}-2 E^{2}-4 \gamma n^{2} E-4 n^{2}+1=0 \tag{B.8}
\end{equation*}
$$

and the wave functions is

$$
\begin{equation*}
\psi_{1}(x, E)=C_{n} H_{n}(\sqrt{\lambda} x) \exp \left(-\frac{\lambda}{2} x^{2}\right) \tag{B.9}
\end{equation*}
$$

The total associated wave function is

$$
\begin{align*}
\psi(x, E) & =C_{n}\binom{1}{\frac{\left(p_{x}-i \lambda x\right)}{(E+1)}} \\
& \times H_{n}(\sqrt{\lambda} x) \exp \left(-\frac{\lambda}{2} x^{2}\right) \tag{B.10}
\end{align*}
$$

where $C_{n}$ is the normalization constant, and $H_{n}$ is the Hermite polynomial

$$
\begin{align*}
C_{n}^{2} & =\frac{\sqrt{\lambda}}{\sqrt{\pi}}\left(2^{n} n!\left(1-\frac{\gamma}{2 \lambda}\left(n+\frac{1}{2}\right)\right)+\left(\frac{2 n \sqrt{\lambda}}{(E+1)}\right)^{2}\right. \\
& \left.\times 2^{n-1}(n-1)!\left(1-\frac{\gamma}{2 \lambda}\left(n-\frac{1}{2}\right)\right)\right)^{-1} \cdot \quad(\text { B. } 11 \tag{B.11}
\end{align*}
$$
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