Optimal stabilization of unstable periodic orbits embedded in chaotic systems
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A gradient-flow-based approach is proposed in this paper for stabilizing unstable periodic orbits (UPO) embedded in chaotic systems. In order to obtain an on-line stabilizing solution, the stabilization problem is considered to be an optimal control problem, and system state sensitivities with respect to the control input are introduced. The resulting feedback controller is able to stabilize UPO embedded in both kind of systems, with or without an odd Floquet number. Moreover, the proposed approach is easily extended to identifying the period of the UPO to be stabilized when it is unknown. Simulation experiments of the proposed controller are carried out on the Rössler and the Lorenz systems.
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1. Introduction

Chaos is a phenomenon that occurs in several physical systems. In the last few years, chaos control has been a topic of intensive research, and two main areas can be recognized: chaos generation, where the unforced system is not chaotic but the application requires it, and chaos suppression, where the chaotic behavior is dangerous or not required. In chaos suppression, the control target consists in stabilizing an unstable periodic orbit (UPO) embedded in the chaotic attractor, while the forcing is kept as small as possible.

For chaos suppression there are three major branches of controllers: the feed-forward control, the OGY method, and the delayed feedback control method [1]. Due to its simplicity of implementation, the delayed feedback control method has been successfully employed to stabilize unstable periodic orbits in a variety of experimental systems [2]. However, due to the odd number limitation [3], the delayed feedback controller is not able to stabilize UPO’s embedded in any kind of chaotic systems. In order to remove the odd-number limitation, an unstable delayed controller has been proposed by Pyragas [4] to stabilize UPO embedded in the Lorenz system, but a general methodology for designing the controller is not given.

On the other hand, stabilization of UPO with the delayed feedback control method requires a time delay which is a multiple of the period. Several methods have been proposed to identify such a period. However, most of them are off-line methods [5], and that period should be known prior to the on line chaos suppression experiments. Online identification methods have also been proposed, but a close initial estimate is required [6].

In this work, an on-line optimal controller is proposed for stabilization of UPO’s embedded in chaotic systems. The performance index considers the error between the actual and the delayed output of the system, as well as the energy consumption. As the solution to this optimal control problem is based on the gradient flow [7], the solution may be locally optimal if the objective function is not convex. Therefore, we consider the square of the error added to the square of the control effort as the objective function.

In order to compute the gradient of the objective function with respect to the control input (the independent variable), we propose to use the sensitivities of the states of the chaotic system with respect to the control input. The stability of periodic solutions is proved when convex functions are selected as performance indexes. Moreover, the controller design methodology is easily extended to consider the case when the period of the UPO to be stabilized is unknown. Numerical simulations show the effectiveness of the controller when it is applied to the stabilization of UPO’s embedded in both the Rössler and the Lorenz systems.
2. Statement of the problem

Let us consider the nonlinear control system (1), where \( x(t) \in \mathbb{R}^n \) is the state vector, \( f(\cdot) : \mathbb{R}^{n+m} \to \mathbb{R}^n \) is a continuously differentiable vector function, and \( u(t) \in \mathbb{R}^m \) is the control input.

\[
x(t) = f(x(t), u(t)); \quad x(0) = x_0
\]  

Assumption 1. For the free system (1), i.e. \( u = 0 \), there exists an unstable periodic orbit \( x^p(t) = x(t-T) \) with period \( T \).

Under assumption 1, the control objective is to stabilize the unstable periodic orbit \( x^p(t) \), which can be stated as an infinite time optimal control problem consisting of minimizing the nonnegative differentiable function (2) subject to the chaotic system dynamics (1), where \( y = h(x) \) is the system output and \( h(\cdot) : \mathbb{R}^n \to \mathbb{R}^1 \) is a differentiable function

\[
J = g(y(t), y(T-T), u)
\]  

Two cases are considered: the first one considers \( T \) as a known parameter and in the second one we assume that \( T \) is unknown.

3. Case 1. Period \( T \) is known

The gradient of the objective function (2) with respect to the control input \( u \) is given as

\[
\nabla_u J = \frac{\partial g(y(t), y(T-T), u)}{\partial y(t)} \frac{\partial y(t)}{\partial u(t)} + \frac{\partial g(y(t), y(T-T), u)}{\partial y(T-T)} \frac{\partial y(T-T)}{\partial u(t)} + \frac{dg(y(t), y(T-T), u)}{du(t)},
\]

where \( \frac{\partial y(t)}{\partial u(t)} \) represents the output sensitivity with respect to the control input \( u(t) \), given by Eq. (3)

\[
\frac{\partial y(t)}{\partial u(t)} = \frac{\partial h(x(t))}{\partial x(t)} \frac{\partial x(t)}{\partial u(t)}
\]

The state sensitivity vector with respect to the control input \( \frac{\partial x(t)}{\partial u(t)} \) is the solution to the first order differential Eq. (4)

\[
d\left[ \frac{\partial x(t)}{\partial u(t)} \right] = \frac{\partial f(x(t), u(t))}{\partial x(t)} \frac{\partial x(t)}{\partial u(t)} + \frac{df(x(t), u(t))}{du(t)}
\]

Theorem 1. If \( u^*(t) \) is the solution to the differential equation (5), with \( \eta_u \in \mathbb{R}^{n \times m} \) a definite positive matrix, then the objective function (2) is non-increasing along trajectories \( x^*(t) \) and \( u^*(t) \), where \( x^*(t) \) is the solution to (1) with \( u(t) = u^*(t) \)

\[
\frac{d}{dt} u(t) = -\eta_u \nabla_u J
\]

Proof. The time evolution of \( g(y(t), y(T-T), u) \) is given by (6), where the time derivative of \( g(y(t), y(T-T), u) \) is given by (7), where for reading simplicity the time dependency is not considered and \( y(T-T) = y^T \)

\[
g(y(t), y(T-T), u) = g(y(0), y(0-T), u(0))
\]

\[
\frac{dg(\cdot)}{dt} = \frac{\partial g(y, y_T, u)}{\partial y} \frac{\partial y}{\partial y_T} + \frac{\partial g(y, y_T, u)}{\partial y_T} \frac{\partial y_T}{\partial u}
\]

Finally, considering (5), the time evolution of \( g(\cdot) \) is given by (8), and the proof is finished

\[
g(y(t), y(0-T), u) = g(y(0), y(0), u(0))
\]

\[
- \int_0^T (\nabla_u J \eta_u \nabla_u J^T) d\tau
\]

Corollary 1. Under assumption 1, if an error function is defined as \( e(t) = y(t) - y(T-T) \), and if \( g(\cdot) \) is considered to be a convex function of the error with the minimum equal to zero, then the unstable periodic orbit embedded in the chaotic open loop system (1) will become stable for the closed loop system (1), (4) and (5).

4. Case 2. Period \( T \) is unknown

In this section, the proposed approach is extended to deal with systems where the period \( T \) of the unstable periodic orbit is unknown.

The derivative of the objective function (2) with respect to the time period \( T \) is given by (9). In this case, the sensitivity of the output with respect to \( T \) is required, and is given by (10)

\[
\nabla_T J = \frac{\partial g(y(t), y(T-T), u)}{\partial y(T)} \frac{\partial y(T)}{\partial T} + \frac{\partial g(y(t), y(T-T), u)}{\partial y(T-T)} \frac{\partial y(T-T)}{\partial T} + \frac{\partial g(y(t), y(T-T), u)}{\partial T}
\]

\[
\frac{\partial y(T)}{\partial T} = \frac{\partial h(x(t))}{\partial x(T)} \frac{\partial x(T)}{\partial T}
\]
The state sensitivity with respect to the time period $T$ is given by (11)

$$\frac{\partial x(t)}{\partial T} = f(x(t - T), u(t - T))$$

(11)

**Theorem 2.** If $u^*(t)$ is the solution to the differential equation (5), with $\eta_u \in \mathbb{R}^{m \times n}$ a definite positive matrix, and $T^*$ is the solution to (12), with $\eta_T > 0$, then the objective function (2) is non-increasing along trajectories $x^*(t)$, $u^*(t)$ and $T^*$ where $x^*(t)$ is the solution to (1) with $u(t) = u^*(t)$:

$$\frac{d}{dt} T = -\eta_T \nabla_T J.$$

(12)

**Proof.** The proof is similar to the proof of Theorem 1, but in this case the time evolution of $g(\cdot)$ is given by (13).

$$g(y, y_T, u) = g(y(0), y(0 - T), u(0))$$

$$- \int_0^t (\nabla_u J^\eta_u \nabla^T_u J + \nabla_T J^\eta_T \nabla_T J) \, dt$$

(13)

5. Applications

In this section, the feedback optimal control law is implemented on two representative chaotic systems, the Rössler system and the Lorenz system.

5.1. Rössler system assuming $T$ known

The Rössler system is given as

$$x_1 = -x_2 - x_3$$

$$x_2 = x_1 + ax_2 - u$$

$$x_3 = b + x_1x_3 - cx_3$$

(14)

where $a = b = 0.2$, $c = 5.7$ and $\dot{x}$ represents the time derivative of $x$. The state sensitivity with respect to the control input $u(t)$ is the solution to the differential equation (15), where $s_i = \partial x_i / \partial u$.

$$s_1 = -s_2 - s_3$$

$$s_2 = s_1 + as_2 - 1$$

$$s_3 = x_3s_1 + s_3(x_1 - c)$$

(15)

For this example, $x_2$ is the output variable, i.e., $y = x_2$, and the objective function is a sum of squares of the error $e(t) = y(t) - y(t - T)$ and the control action $u(t)$, as given in (16). The purpose of such an objective function is to stabilize the unstable periodic orbit while the control effort is minimized.

$$J = \frac{1}{2} [(x_2(t) - x_2(t - T))^2 + u^2(t)]$$

(16)

According to Sec. 3, the optimal control law $u^*(t)$ is the solution to (17).

$$u = -\eta_u [(x_2(t) - x_2(t - T))(s_2(t) - s_2(t - T)) + u]$$

(17)

The behavior of the controlled system when the target is the period-one UPO, i.e. $T = 5.861$, is shown in Figs. 1-5 for the initial conditions

$$x(0) = [x_1(0) \quad x_2(0) \quad x_3(0)] = [1 \quad 1 \quad 1]$$

and

$$s(0) = [s_1(0) \quad s_2(0) \quad s_3(0)] = [0.1 \quad 0.1 \quad 0.1].$$

The time evolution of the controlled states $x_1, x_2$ and $x_3$ are shown in Fig. 1. The time evolution of the sensitivities $s_1, s_2$ and $s_3$ are shown in Fig. 2. From the figures, it is clear that both the states and the sensitivities reach a stable period-one orbit. Figure 3 shows the control input, where it is noticed that after a transient of approximately seventy seconds, the control is also periodic with small magnitude. In Figs. 4 and 5 the stable periodic orbit for the states and the sensitivities, respectively are shown; for these figures only the stationary time series are considered.

**Figure 1.** Time evolution of the controlled Rössler system states for $T=5.861$.

**Figure 2.** Time evolution of the controlled Rössler system sensitivities for $T=5.861$. 

The Lorenz system is given as
\begin{align}
x_1 &= c (x_2 - x_1) \\
x_2 &= r x_1 - x_2 - x_1 x_3 + u \\
x_3 &= x_1 x_2 - b x_3
\end{align}
(18)
where \( c = 10, r = 28 \) and \( b = 8/3 \). The state sensitivity with respect to the control input \( u(t) \) is the solution to the differential equation (19).
\begin{align}
s_1 &= c (s_2 - s_1) \\
s_2 &= (r - x_3) s_1 - s_2 - x_1 s_3 + 1 \\
s_3 &= s_1 x_2 + x_1 s_2 - b s_3
\end{align}
(19)

In this example, \( x_2 \) is considered as the output variable, and for illustrative purposes, the objective function is a differentiable (but not continuously differentiable) convex function of the error \( e(t) = x_2(t) - x_2(t - T) \) and the control action \( u(t) \), as given in (20). In this case, the control objective is to stabilize the unstable period one orbit while the control effort is minimized.
\[ J = |(x_2(t) - x_2(t - T))| + |u(t)| \tag{20} \]

The optimal control law \( u^*(t) \) is the solution to (21), where \( \text{sign}(\cdot) \) represents the sign function as defined in (22), [8].
\begin{align}
\dot{u} &= -\eta_u \left[ (s_2(t) - s_2(t - T)) \text{sign}(x_2(t)) \\
&- x_2(t - T) + \text{sign}(u) \right] \\
\text{sign}(x) &= \begin{cases} 1 & \text{for } x > 0 \\ -1 & \text{for } x < 0 \\ \text{undefined} & \text{for } x = 0 \end{cases} \tag{22} 
\end{align}
(21)

For this experiment, the target is the period-one orbit, with \( T = 1.5586 \). Figures 6-8 show the results obtained when
\[ x(0) = \begin{bmatrix} 1 & 1 & 1 \end{bmatrix} \]
and
\[ s(0) = \begin{bmatrix} 0.1 & 0.1 & 0.1 \end{bmatrix} . \]

The time evolution of the control input is shown in Fig. 6, in this case the control input does not exhibit a periodic behavior; however, the control objective is achieved, which can be noticed in Figs. 7 and 8, where the stationary period-one orbit and its \((x_1, x_2)\) projection are shown. In this case, the state sensitivities are not shown, as they are unstable.
5.3. Rössler system assuming $T$ unknown

In this section, the results of the controlled Rössler system are presented when it is assumed that the period $T$ of the unstable periodic orbit is unknown. The Rössler system (14), as well as the sensitivities (15) are considered. The control system is also the solution to Eq. (17), but in this case, $T$ is the solution to the differential equation (23). It should be noticed that the initial condition $T(0)$ considerably affects the stationary solution.

$$\frac{dT}{dt} = -\eta_T (x_2(t) - x_2(t-T)) (x_1(t-T)$$
$$+ ax_2(t-T) - u(t-T))$$

(23)
5.4. Lorenz system assuming \( T \) unknown

In this section, the results of the controlled Lorenz system are presented when it is assumed that the period \( T \) of the unstable periodic orbit is unknown. The Lorenz system (18) as well as the sensitivities (19) are considered. The control system is also the solution to Eq. (21), but in this case, \( T \) is the solution to the differential equation (24).

\[
\frac{dT}{dt} = -\eta T \left( x_2(t) - x_2(t-T) \right) \\
\times \left( rx_1(t-T) - x_2(t-T) - x_1(t-T) \right) \\
\times x_3(t-T) + u(t-T) \quad (24)
\]

The time evolution of the period \( T \) is shown in Fig. 12; we can observe that period \( T \) converges to 2.4896 s, where the stationary period-one orbit is shown in Fig. 13. In Fig. 14, the time evolution of the control input is shown. It is clear from these figures that the stabilization of an unstable periodic orbit is fulfilled. However, for the case of the Lorenz system, with \( T \) unknown, the stabilization is not fulfilled in the optimal sense, since the energy consumption is not minimal.

6. Conclusions

An on-line optimal control approach has been proposed to stabilize unstable periodic orbits embedded in chaotic systems. Such an approach strongly relies on the state sensitivities of the states with respect to both the control input and the delay period. It is shown via numerical experiments that the closed loop controller stabilizes the UPO embedded in systems with and without the odd number limitation. In the first case, the state sensitivities with respect to the control input are stable and periodic. In the second case, the state sensitivities are unstable; this fact agrees with theoretical studies previously performed by Pyragas [4].
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