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In this work we analyzed experimental chaotic time series data from three known chaotic systems using the orthogonal wavelet transform. The experimental electronic implementation of the chaotic systems was used to analyze them. The wavelet analysis of the experimental chaotic time series, with a simple statistical approach, gives us useful information of such systems through the energy concentration at specific wavelet levels.
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1. Introduction

Chaotic behavior occurs in many experimental physical phenomena. Various nonlinear electronic systems with this behavior have been constructed [4,6,7]. Making measurements on such electronic chaotic circuits result in data with different characteristics. Generally, these experimental data are presented as a chaotic time series (CTS). This CTS provides useful information for analysis and interpretation of the physical system that produced it. It is interesting to determine some of the system’s key properties by quantifying certain features of the CTS. These properties can then help us to understand the system’s behavior in the future.

Different methods arising from scientific investigation have been introduced to analyze these CTS. Fourier analysis is a well-established and suitable tool for analyzing stationary time series, whose statistical properties do not vary with time. The Fourier technique decomposes a signal into harmonic components, where the basis functions are trigonometric functions. Another tool for analyzing time series is the wavelet transform (WT) [10,11]. The WT has been introduced and developed to study a large class of phenomena that produced it. It is interesting to determine some of the system’s key properties by quantifying certain features of the CTS. These properties can then help us to understand the system’s behavior in the future.

The relation (1) is called the admissibility condition [10–13], which implies that the wavelet must have a zero average

\[ \int_{-\infty}^{\infty} \psi(t)dt = \hat{\psi}(0) = 0, \quad (2) \]

The structure of this paper is as follows. Section 2 presents an overview of the wavelet transform in the continuous and discrete versions. The experimental setup of the three electronic chaotic circuits is briefly discussed in Sec. 3. Section 4 gives the analysis applied to the experimental chaotic time series. Finally, conclusions are presented in Sec. 5.
and therefore must be oscillatory. In other words, $\psi$ must be a sort of wave [10, 11].

Let us define the function $\psi_{a,b}$ by

$$
\psi_{a,b}(t) = \frac{1}{\sqrt{a}} \psi \left( \frac{t-b}{a} \right),
$$

(3)

where $b \in \mathbb{R}$ is a translation parameter, whereas $a \in \mathbb{R}^+ (a \neq 0)$ is a dilation or scale parameter. The factor $a^{-1/2}$ is a normalization constant such that $\psi_{a,b}$ has the same energy for all scales $a$. One notices that the scale parameter $a$ in (3) rules the dilations of the spatial variable $(t-b)$. In the same way, factor $a^{-1/2}$ rules the dilation in the values taken by $\psi$.

With (3), one is able to decompose a square integrable function $f(t)$ in terms of dilated–translated wavelets.

We define the continuous wavelet transform (CWT for short) of $f(t) \in L^2(\mathbb{R})$ by

$$
T_{\psi}[f](a,b) = \langle f, \psi_{a,b} \rangle = \int_{-\infty}^{\infty} f(t) \overline{\psi_{a,b}(t)} dt
$$

$$
= \frac{1}{\sqrt{a}} \int_{-\infty}^{\infty} f(t) \overline{\psi} \left( \frac{t-b}{a} \right) dt,
$$

(4)

where $\langle , \rangle$ is the scalar product in $L^2(\mathbb{R})$ defined as

$$
\langle f, g \rangle := \int \overline{f(t)} g(t) dt,
$$

and the symbol $\overline{\cdot}$ denotes complex conjugation. The CWT (4) measures the variation of $f$ in a neighborhood of point $b$, whose size is proportional to $a$.

If we are interested in reconstructing $f$ from its wavelet transform (4), we follow the reconstruction formula, also called resolution of the identity [10, 11]

$$
f(t) = \frac{1}{C_{\psi}} \int_0^{\infty} \int_{-\infty}^{\infty} T_{\psi}[f](a,b) \psi_{a,b}(t) \frac{db}{a^2},
$$

(5)

it is now clear why we imposed (1).

However, some data are represented by a finite number of values, so it is important to consider a discrete version of the CWT (4). Generally, the orthogonal (discrete) wavelet is employed. This method associates the wavelets with orthonormal bases of $L^2(\mathbb{R})$. In this case, the wavelet transform is performed only on a discrete grid of the parameters of dilation and translation, i.e. $a$ and $b$ take on only integral values, as will be seen below.

The expansion of an arbitrary signal $x(t)$ on an orthonormal wavelet basis takes the form

$$
x(t) = \sum_{n} \sum_{m} a_{m,n} \psi_{m,n}(t),
$$

(6)

$$
x_{m} = \int_{-\infty}^{\infty} x(t) \psi_{m,n}(t) dt,
$$

(7)

where the orthonormal wavelet basis functions are related according to

$$
\psi_{m,n}(t) = 2^{m/2} \psi(2^m t - n),
$$

(8)

with $m$ and $n$ as the dilation and translation indices, respectively. The family of (8) can be obtained from (3), setting the parameters $a = 2^{-m}$ and $b = n/2^m$.

The contribution of the signal at a particular wavelet level $m$ is given by

$$
x_{m}(t) = \sum_{n} x_{m,n} \psi_{m,n}(t).
$$

(9)

Equation (9) gives us information of the time behavior of the signal within different scale bands, and gives their contribution to the total signal energy. For us, we refer higher levels to higher scales, as is discussed in Ref. 3.

Mallat [11] provides a computationally efficient algorithm for computing efficiently (6) and (7). This algorithm connects, in an elegant way, wavelets and filter banks. Associated with the wavelet function $\psi(t)$ is a corresponding scaling function, $\varphi(t)$, and scaling coefficients, $a_{n}^m$ [10–13]. The scaling and wavelet coefficients at scale $m$ can be computed from the scaling coefficients at the next finer scale $m + 1$ using

$$
a_{n}^m = \sum_{l} h[l-2n] a_{l}^{m+1},
$$

(10)

$$
x_{n}^m = \sum_{l} g[l-2n] a_{l}^{m+1},
$$

(11)

where $h[n]$ and $g[n]$ are typically called lowpass and highpass filters in the associated analysis filter bank. Equations (10) and (11) represent the fast wavelet transform (FWT) for computing (7). Conversely, a reconstruction of the original scaling coefficients $a_{n}^{m+1}$ can be made from

$$
a_{n}^{m+1} = \sum_{l} (h[2l-n] a_{l}^{m} + g[2l-n] x_{l}^{m}),
$$

(12)

a combination of the scaling and wavelet coefficients on a coarse scale. Equation (12) represents the inverse of FWT for computing (6). It corresponds to the synthesis filter bank.

As discussed in Ref. 2, some degree of regularity is useful on the wavelet basis for the representation to be well behaved. To achieve this, a wavelet function should have $n$ vanishing moments. A wavelet is said to have $n$ vanishing moments, which will be denoted as $\psi_{n}(x)$, if and only if it satisfies

$$
\int_{-\infty}^{\infty} x^k \psi_{n}(x) dx = 0,
$$

(13)

for $k = 0, 1, \ldots, n-1$, and

$$
\int_{-\infty}^{\infty} x^k \psi_{n}(x) dx \neq 0, \text{ for } k = n.
$$
This means that a wavelet with \( n \) vanishing moments is orthogonal to polynomials up to order \( n - 1 \). In fact, the admissibility condition (1) requires at least one vanishing moment. So the wavelet transform of \( f(x) \) with a wavelet \( \psi_n(x) \) with \( n \) vanishing moments is nothing but a “smoothed version” of the \( n \)th derivative of \( f(x) \) on various scales. In fact, when someone is interested in measuring the local regularity of a signal this concept is crucial [10, 11].

Figure 1 shows the analyzing wavelet functions that we used in this paper. The Haar wavelet function, shown in Fig 1a, is the simplest wavelet with a closed form. The Daubechies wavelets are determined recursively from its scaling function. Commonly, these wavelets, which are compactly supported, are called DaubN and written as \( dbN \), where \( N \) corresponds to the order of the function. Some authors use \( 2N \) instead of \( N \). A more detailed treatment of this subject can be found in [10, 11].

3. Experimental Setup

In this section, we briefly describe the experimental implementation of three chaotic oscillators, in order to study the experimental chaotic time series. These attractors, despite their simplicity, exhibit chaotic dynamics that have received wide coverage in different areas of mathematics, physics, engineering and others [4, 6–9].

3.1. Chua’s system

Chua’s oscillator is perhaps the simplest circuit that exhibits complex dynamics of bifurcation and chaos. In particular, we are interested in the chaotic attractor called a double scroll oscillator. Chua’s circuit, shown in Fig. 2a, consists of two capacitors, one inductor, one potentiometer, and a nonlinear negative resistor (see Fig. 2b).

The dynamics of the Chua’s system are modelled by the set of differential equations:

\[
\begin{align*}
\dot{x} &= \alpha (y - x - f(x)), \\
\dot{y} &= x - y + z, \\
\dot{z} &= -\beta y,
\end{align*}
\]  

(14)

where \( x(t) = V_{C1}/V_B \) and \( y(t) = V_{C2}/V_B \) are the voltages across the capacitors \( C_1 \) and \( C_2 \), respectively, whereas the current through the inductor \( L \) is \( z(t) = R_iL(t)/V_B \). The unit time has been normalized with respect to \( (RC_2)^{-1} \). The exact value of the break points of diodes, \( V_B \), depends on the nature of diodes (Ge or Si). The parameters \( \alpha = C_2/C_1 \) and \( \beta = R^2C_2/L \). The nonlinear negative resistor has the following \( I - V \) characteristic:

\[
f(x) = bx + \frac{1}{2}(a - b)\left[|x + 1| - |x - 1|\right],
\]  

(15)

where

\[
a = -RR_2/R_1R_3
\]
Figure 3. Chua’s attractor projected on the plane \((x, y)\).

\[ b = -R\left(\frac{R_2R_4 - R_1R_3}{R_1R_3R_4}\right). \]

A more detailed analysis of the \(I - V\) characteristic can be found in Ref. 8. Figure 3 shows the double scroll attractor generated by the Chua circuit of Fig. 2a.

3.2. Rössler system

The Rössler experimental circuit that we built in the lab was based on the circuit proposed by Carroll in Fig. 4. The diagram of this circuit is shown in Fig. 4.

The circuit is described by the equations

\[
\begin{align*}
\dot{x} &= \alpha(-\Gamma x - \beta y - \lambda z), \\
\dot{y} &= \alpha\left(x + y(\gamma - 0.02)\right), \\
\dot{z} &= \alpha[g(x) - z],
\end{align*}
\]

where \(\alpha = 10^4\ s^{-1}\), \(\Gamma = 0.05\), \(\beta = 0.5\), \(\lambda = 0.133\), \(\mu = 15\), and the function \(g(x)\) is defined as

\[
g(x) = \begin{cases} 
0 & \text{if } x \leq 3, \\
\mu(x - 3) & \text{if } x > 3.
\end{cases}
\]

Figure 5 shows the Rössler attractor generated by the schematic diagram of Fig. 4.

3.3. Chaotic generator(CG)

This chaotic system has been employed for generalized synchronization between two systems with different parameters [7].

The electronic circuit of the CG is easily implemented in an experimental way, and is shown in Fig. 6a. Depending on the parameter \(k\), the behavior of CG can be in regimes of periodic or chaotic oscillations [5, 7], i.e. \(k\) is the bifurcation parameter.
The dynamics of the CG are modelled by the following set of differential equations:

\[
\begin{align*}
\dot{x} &= y, \\
\dot{y} &= z - x - \delta y, \\
\dot{z} &= \gamma [k f(x) - z] - \sigma y,
\end{align*}
\]

where \(x(t)\) and \(z(t)\) are the voltages across the capacitors \(C\) and \(C'\), respectively. The parameter \(k\) is the gain of the non-linear converter \(N\) at \(x = 0\), and \(y(t) = J(t)(L/C)^{1/2}\) is the current through the inductor. The unit time has been normalized with respect to \(1/\sqrt{LC}\). The parameters \(\gamma\), \(\delta\) and \(\sigma\) depend on physical values of the circuit elements. The non-linear converter circuit is shown in Fig. 6b. This converter transforms the input voltage \(x(t)\) into the output voltage which is expressed by the nonlinear function \(F(x) = kf(x)\). The non-linear behavior of the chaotic circuit is due to the functioning of the on-off switch of the pair of diodes. The nonlinear function \(f(x)\) is given as

\[
f(x) = \begin{cases} 
\frac{1 - b}{a} x & \text{if } |x| \leq V_D, \\
\frac{(1 - b)wR_3 - bR_1|x - R_1V_D|}{R_3 + wR_3} & \text{if } x < -V_D, \\
\frac{(1 - b)(1 - w)R_3 - bR_1|x + R_1V_D|}{R_1 + (1 - w)R_3} & \text{if } x > V_D,
\end{cases}
\]

where \(w\) is the balance parameter of the variable resistor \(R_3\),

\[
a = \frac{R_2||R_4}{R_3 + R_2||R_4}, \\
b = \frac{R_3||R_4}{R_2 + R_3||R_4},
\]

and \(V_D\) is the break point of the diodes. The function \(f(x)\), in (18), considers a sudden commutation of the diodes [5]. A smooth commutation is also discussed in Ref. 5.

The different attractors projected on the plane \((x, y)\), generated by the CG, are shown in Fig. 7. These attractors can be obtained just by changing the gain parameter \(k\). We choose the value of the gain \(k\) to be equal to 0.525 and 0.465 for the attractors of Fig. 7a-b, respectively. These attractors take the shape of a family of double scroll oscillations. For the attractors of Fig. 7c-d, we select the value of \(k = 0.3865\), but with different initial conditions. These attractors take the shape of a family of Rössler systems. Whereas in Fig. 7e-f the CG generates thin attractors, which correspond to the values of \(k = 0.505\), and \(k = 0.4605\), respectively.

### 4. Chaotic Time Series

In order to study experimental CTS, we consider the log variance of the wavelet coefficients as a function of level \(m\). In Ref. 3 numerical time series, considered as noise, coherent structure, and chaos were studied. They showed that the variance plot of these time series has a well defined form. If the

variance plot shows a maximum in a particular scale, which means an energy concentration, it often corresponds to a coherent structure. The gradient for a noise time series turned out to be zero in the variance plot; therefore it does not show any energy concentration at specific wavelet level. This statistical approach shows both situations. In certain cases, the gradient of some CTS have a similar appearance with Gaussian noise at lower scales, so that these CTS do not present a fundamental “carrier” frequency at any scale.

The acquired CTS’s consist of 32768 data, from the \( x(t) \) state, with a sampling rate of 40,000 samples per second for the Rössler and CG systems, and 125,000 samples per second for Chua’s system. In this paper, we consider just clean CTS, without noise. However, the possibility of analyzing CTS with noise will be examined in another publication.

The first experimental system examined was Chua’s chaotic oscillator. Figure 8a shows a small part of Chua’s data, 0.01 seconds. This corresponds to 1,250 points of this CTS. Figure 8b shows a semi-logarithmic plot of the wavelet coefficient variances as a function of level \( m \). The \( db4 \) wavelet was used to obtain this result. At level \( m = 11 \) there appears a peak, and it is plotted in isolation in Fig. 8c. Despite the fact that a “small” peak appears, there is no indication of a representative energy concentration of the signal at this level. The gradient is close to zero, so that this signal would seem to have noise behavior. On the other hand, Fig. 9 shows a substantial component of the signal. This is the sum of six levels with the major energy concentration. It is useful to see how the shape of the analyzing wavelet is important. Note that there exists a greater similarity with the Haar wavelet (Fig. 9b) with the CTS than the \( db4 \) wavelet (Fig. 9a). This is because the CTS presents discontinuities, as does the Haar wavelet.

The second CTS was generated from the Rössler system. Figure 10a shows 0.0512 seconds of Rössler data, which corresponds to 2048 points in the series. The variance plot of the wavelet coefficients is shown in Fig. 10b. The \( db8 \) wavelet was used to analyze this CTS. The 12th level has the major energy concentration, but it does not properly show the structure of the CTS (see Fig. 10c). We can observe that the whole CTS is dominated by two levels, \( m = 12 \) and \( m = 13 \), where the higher energy concentration is found. Therefore, we consider it pertinent to add these levels. In Fig. 10d, we can observe that the most substantial component of the CTS is found at these two levels. In contrast to this experimental re-
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Figure 8. a) Experimental time data for Chua’s system, b) wavelet coefficient variance, and c) 11th wavelet level.

Figure 9. Sum of six different wavelet levels with a) \( db4 \) wavelet, and b) Haar wavelet.

Figure 10. a) Experimental time data for Rössler system, b) wavelet coefficient variance, c) 12th wavelet level, and d) sum of 12-13th’s wavelet levels.

The second CTS was generated from the Rössler system. Figure 10a shows 0.0512 seconds of Rössler data, which corresponds to 2048 points in the series. The variance plot of the wavelet coefficients is shown in Fig. 10b. The \( db8 \) wavelet was used to analyze this CTS. The 12th level has the major energy concentration, but it does not properly show the structure of the CTS (see Fig. 10c). We can observe that the whole CTS is dominated by two levels, \( m = 12 \) and \( m = 13 \), where the higher energy concentration is found. Therefore, we consider it pertinent to add these levels. In Fig. 10d, we can observe that the most substantial component of the CTS is found at these two levels. In contrast to this experimental re-
result, [3] presented a numerical time series, and a high energy concentration was found at just one level. However, the high energy concentration at a few levels is a little surprising, both experimentally and numerically. We expected an energy concentration similar to Chua’s system since chaotic signals are similar to noise with broadband.

The last CTS’s to be analyzed were generated by the CG system. In this case, we consider the CTS’s corresponding to attractors of Figs. 7b, d and f. In order to analyze these CTS, the \( db8 \) wavelet was used.

First of all, we analyze the CTS from the attractor of Fig. 7b. In Fig. 11a shows 0.03 seconds of CG data, 1200 points of the series. The log variance plot of the wavelet coefficient is shown in Fig. 11b, and presents a peak at level \( m = 14 \). For this case, we can see in Fig. 11c, that there is no representative energy concentration of this CTS. In order to have a substantial component of this CTS, it was necessary to sum six levels as the Chua’s case.

Secondly, the CTS to study was from the attractor of Fig. 7d. Figure 12a shows 0.01 seconds of CG data, 400 points of the series. The variance plot of the wavelet coefficients is shown in Fig. 12b. We can observe a maximum in the plot at level \( m = 14 \). In Fig. 12c the 14th level is plotted, and we see that this scale corresponds to the energy concentration of the CTS, with a slight downward translation, because of the DC component of this CTS.

The final CTS to consider comes from the attractor of Fig. 7f, and is shown in Fig. 13a. This CTS has a “regular” pattern. The variance plot [Fig. 13b] shows an energy concentration at levels \( m = 12 \), \( m = 14 \), and perhaps at \( m = 13 \). Note that the behavior of this log variance shows a great similarity with the CTS of the Rössler system, with the exception of the decreasing level \( m = 13 \). Figure 13c shows that the sum of the 12th and 14th wavelet levels.

The attractors in Figs. 7a, c and e, have a similar behavior to that of the attractors in Figs. 7b, d and f, respectively.
5. Conclusions

We have analyzed some experimental CTS using the discrete wavelet transform, with a simple statistical approach. In order to obtain useful information about chaotic systems, this discrete transform has been applied to time series that come from three experimental chaotic oscillators, the Chua, Rössler and CG systems. For the experimental CTS from Chua’s system, we observed that there is no energy concentration at specific wavelet levels of the log variance. In fact, this CTS would seem to have a noise behavior; the gradient of the log variance is close to zero. For this CTS, we see how a wavelet function gives more representative information of the signal than another wavelet function. For the CTS from the attractor of Fig. 7b, corresponding to the CG system, this also does not present any energy concentration. On the other hand, the experimental CTS from the Rössler system presents energy concentration at two wavelet levels of the log variance. In this case, we consider that the sum of these wavelet levels should be considered the carrier frequency of the CTS. A different situation was presented in [3], where this system was numerically analyzed, and it showed an energy concentration at just one level. In addition, the last CTS from the CG system presented an energy concentration in one and two wavelet levels, respectively. We can conclude that the maximum values at the higher wavelet levels, in the log variance plot, provides high energy concentration, and it could correspond to the “carrier” frequency of the CTS.

Despite the fact that we do not go deeply into the pros and cons of using one wavelet over another, we consider, in order to have a more complete analysis, that we should use analyzing wavelets that bear a reasonable resemblance in form to the function or signal.

Finally, there are a variety of methods for analyzing time series, but without a doubt the method based on wavelet analysis is one of the most appealing, and successful, ones. In addition, for the first time to our knowledge, we apply this wavelet analysis to experimental CTS, and we hope that these results will inspire a further use of wavelet analysis for chaotic time series.
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