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Abstract

Research in behavior analysis is conducted primarily by using single-subject ex-
perimental designs, in which responding during a previous, baseline, condition 
serves as a control against which the experimental manipulations can be assessed. 
The effects of these manipulations are detected more easily when baseline behav-
ior is stable, that is, when there is relatively little moment-to-moment variation in 
some aspect of behavior. The purpose of this article is to describe a computer pro-
gram, Stability Check, that performs calculations of the stability of response rate 
according to two quantitative criteria. The program is simple to use, requires little 
hard-drive space, is free and, thus, can be useful to both researchers and teachers 
within behavior analysis and research methods. Detailed descriptions of the pro-
gram and its use are presented after a brief summary of the importance of behav-
ioral stability criteria in single-subject experimental designs. 
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Resumen

La investigación en análisis de la conducta se hace principalmente utilizando diseños 
experimentales de un solo sujeto, en los cuales la conducta del participante en línea 
base sirve como un control para estimar los efectos de las manipulaciones experimen-
tales. Cuando la conducta en línea base es estable, es decir, cuando la variación en 
algún aspecto de la conducta es pequeña de un momento a otro, los efectos de las 
manipulaciones experimentales se pueden detectar con mayor facilidad. El propósito 
de este artículo es describir un programa de computación Stability Check que sirve 
para estimar la estabilidad de tasas de respuestas de acuerdo a dos criterios cuantita-
tivos. El programa es fácil de usar, ocupa poco espacio en el disco duro, es gratuito, 
y puede ser útil para investigadores e instructores en los campos del análisis de la 
conducta y la metodología de la investigación. Después de dar un breve resumen de 
la importancia de los criterios de estabilidad conductual en los diseños experimen
tales de un solo sujeto, se hará una descripción detallada del programa y sus apli
caciones.

Palabras clave:  programa de computación, estabilidad conductual, diseños expe-
rimentales de un solo sujeto, análisis de la conducta, metodología de la investigación.

The Importance of Assessing the Stability of Behavior

Research in behavior analysis is conducted primarily by using single-subject ex-
perimental designs. In these designs, initially an individual’s behavior is observed and 
recorded during a baseline (also sometimes labeled Condition A), after which a vari-
able of interest is manipulated in what is called a test, intervention, or treatment phase 
(also sometimes labeled Condition B). Comparing behavior under Conditions A and 
B allows the assessment of whether and, if so, how the behavior changes relative to 
baseline levels when other variables are manipulated. Thus, in single-subject designs, 
an individual’s behavior during baseline serves as its own control when experimental 
manipulations are conducted. When repeated exposures to each condition are con-
ducted (e.g., A and B in an ABAB design) and the changes in behavior are replicated 
in each condition, a higher degree of confidence is established that the manipulated 
variables caused the changes in behavior (cf. Baron & Perone, 1998; Barlow, Nock & 
Hersen, 2009; Johnston & Pennypacker, 1993; Kazdin, 1982; Matos, 1990; Perone, 
1991; and Sidman, 1960/1966). 

In single-subject designs, statistical control (or treatment) of the variability of some 
aspect of behavior that characterizes experimental designs grounded in group designs 
and inferential-statistical analysis is replaced by experimental control (Matos, 1990; 
Michael, 1974; Perone, 1999). Variability in measures of behavior is not assumed to 
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be intrinsic to behavior, but determined by experimental or extraneous environmental 
variables that can be controlled through further experimental analyses (Perone, 1999; 
Sidman, 1960/1966). Thus, to assess changes in behavior that occur across different 
phases of an experiment repeated observation and measurement of an individual’s 
behavior need to be conducted in each phase. This can be contrasted to a single mea-
surement of some aspect of the behavior of different individuals, as typically occurs 
in group-statistical designs. 

The focus on experimental rather than statistical control of behavioral variability 
leads to an emphasis on the analysis of behavior during steady states. That is, the ef-
fects of experimental manipulations are more easily detected if baseline behavior is 
stable. In addition, if stability is achieved during baseline, systematic changes in be-
havior that occur when experimental manipulations are conducted can be more read-
ily attributed to such manipulations, especially if a return to baseline and further 
replications of experimental conditions are conducted. Baron and Perone (1998) 
stressed the importance of the stability of behavior in single-subject designs when    
they stated that “stability is the foundation of single-subject research, and the evalua-
tion of single-subject data depends on agreements that some degree of stability has 
been attained” (p. 50).

Behavior is considered stable when no systematic increasing or decreasing 
trends are observed in some measured aspect of behavior and when some regular-
ity is observed across the observation period (Shull & Lawrence, 1998; see also 
Perone, 1991; and Sidman, 1960/1966). Trends or variability in the behavior under 
study may indicate residual effects of previous experimental conditions on current 
performance or, most importantly, the effects of variables that were not adequately 
controlled (i.e., extraneous variables) within the experimental setting. In either case, 
there will be problems of experimental control and in interpreting the results of a 
given study. It should be noted that the absence of systematic trends in baseline 
behavior is ideal, but such an absence is neither always practical or necessary to 
demonstrate causal relations between behavior change and the variables manipu-
lated in an experiment. For example, if a given manipulation is expected to decrease 
rate of responding, an increasing trend during baseline may not be problematic, and 
might be acceptable, in drawing the conclusion that the manipulation caused the 
change in behavior. 

Because behavioral stability is a fundamental aspect of single-subject designs, the 
methods used to assess stability are equally important in controlling the behavior of 
researchers. In this context, the rules for deciding whether behavior is stable, or stabil-
ity criteria, are central not only because they can guide the decision concerning 
whether behavior is stable, but primarily because they affect decisions about one or 
another course of action in experimentation. As a consequence, using clearly defined 
stability criteria can reduce the influence of extraneous variables in an experiment 
(Johnston & Pennypacker, 1993). In addition, stability criteria also control the behavior 
of other researchers in evaluating and replicating published experiments. That is, 
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when stability criteria are clearly reported, other researchers can better assess the re-
sults and replicate the procedures.

Stability criteria used in the experimental analysis of behavior can be classified, 
generally, in three types (cf. Perone, 1991): (a) quantitative criteria, (b) fixed-time 
interval criteria (e.g., a fixed number of sessions) and (c) visual inspection of data. 
Quantitative stability criteria specify a given level of variability in the dependent vari-
able. The limits of such variability can be expressed either in absolute (e.g., frequency 
or rate of responding across periods of observation) or relative terms (e.g., percentage 
of variability in rate of responding across observation periods). The next section des
cribes a computer program, Stability Check, that can be used to calculate the stability 
of response rate based on quantitative criteria described by Joyce and Chase (1990) 
and Schoenfeld, Cumming and Hearst (1956).

The Program Stability Check

The Stability Check program was written in Visual Basic.NET and is compatible 
with Windows® XP, Vista, and 7 operating systems. When installed in a computer 
using these operating systems, the program requires approximately 160 KB of hard-
drive space. Microsoft Framework (version 4.0) also must be installed (information 
about this program can be obtained through the address: http://www.microsoft.com/
downloads/). 

The language can be set to English or Brazilian Portuguese through the menu 
“Tools” in the program’s main screen, shown in Figure 1. The main panel is divided in 
three other panels (labeled A, B, and C). Data from sessions or observation periods 
can be entered in the upper left panel (Panel A). Each value is entered individually, 
and can be included in the analysis by clicking the button “Add” or by pressing the 
“Enter” key. Figure 1 (Panel A) shows hypothetical mean response rate data for one 
subject in each of eight experimental sessions (for ease of analysis only whole num-
bers were included in the examples described in what follows, but the program allows 
for the inclusion of values containing decimal places).

Data that have already been typed can be saved by clicking the “Save Data” 
button. A Windows® dialog box is opened, allowing selection of where to save the 
data in the computer’s hard drive or in a portable drive. Data are saved in a text file 
(.txt) generated automatically by the program. If data from a new session are to be 
included in the analysis, data from previous sessions do not have to be retyped. If 
saved, these data can be retrieved by clicking the “Open Data” button and then selec-
ting the desired .txt file. When the .txt file is opened, data from all (previously inclu-
ded) sessions will be displayed in Panel A, as shown in Figure 1, and additional data 
to be included in the analysis then can be typed. 

Data from a given session can be edited, removed or inserted among data from the 
sessions previously included in the analysis. This can be accomplished first by selec-
ting one of the values (for example, in the data shown in Panel A of Figure 1, the rate 
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of responding of the third session, which would be 246 responses per minute) by 
clicking on it and by choosing to remove (by clicking the “Remove Item” button), 
modify (by clicking the “Modify Item” button) or add (by clicking the “Add Item” 
button) one value. If one value is added, it will be included after the item that was first 
selected (i.e., after “246”, in this example).

In the upper right panel of Figure 1 (Panel B), two options are listed for the calcu-
lation of stability. The first is the stability criterion described by Schoenfeld et al. 
(1956; see also Cumming & Schoenfeld, 1960), which is used extensively. Schoenfeld 
et al. described this criterion in a study in which data from the last six sessions of each 
experimental condition were included in the analysis. According to the authors, 

The first seven days on any schedule are not considered in computing stability. 
For the next six days the mean of the first three days of the six is compared with 
that of the last three days; if the difference between these means is less than 5 per 
cent of the six days’ mean, the bird is considered to have stabilized and is shifted 
to the next schedule. If the difference between submeans is greater than 5 per 

Figure 1.  Main screen of the program Stability Check, displaying hypothetical data 
from eight experimental sessions (Panel A).
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cent of the grand mean, another experimental day is added and similar calcula-
tions are made for that day and the five immediately preceding it. Such exten-
sions of the experiment and calculations of stability are continued daily until the 
bird reaches the afore-mentioned 5 per cent criterion (p. 567; italics added).

The equation for calculating stability and described in the above quote is as fo-
llows. Considering data (D) from six sessions (D1 through D6), 

D1 + D2 + D3

3( ) D4 + D5 + D6

3
- ( )

D1 + D2 + D3 + D4 + D5 + D6

6( )
][ ][Á Á

In case stability is not achieved according to the criterion, data from another ses-
sion are added (D7) and data from the first session (D1) are excluded from the analy-
sis. Thus, Equation 1 would be written,

Equation 1

Equation 2

D2 + D3 + D4

3( ) D5 + D6 + D7

3
- ( )

D2 + D3 + D4 + D5 + D6 + D7

6( )
][ ][Á Á

and these changes in calculations would be conducted until the stability criterion as 
previously described (Schoenfeld, et al., 1956) is achieved.

This process can be illustrated with an example using the program Stability Check 
To use this criterion to assess stability, the option Schoenfeld et al.’s stability criterion 
should be selected, and the number of sessions to be considered for analysis should 
be typed in the corresponding text box located in the right portion of Panel B. For 
example, if the number 6 is entered in this text box, stability will be calculated for the 
last six sessions of the experiment included in the analysis (i.e., the last six values lis-
ted under “Data” in Panel A of Figure 1). The program allows the selection of only 
even numbers between 4 and 10 as the number of sessions to be included in the 
analysis. Considering the hypothetical data of Figure 1, the last six sessions would 
correspond to the values D3 = 246; D4 = 268; D5 = 259; D6 = 272; D7 = 283 and D8 = 
261. Thus, 

X 100

X 100
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This result, shown in Figure 2 in the “Results” box, in the “Index” tab (Panel C), indi-
cates that the variation in the data between the first and the second block of three 
sessions is 5.41% of the mean of the six sessions included in the analysis. 

The level of variability that is acceptable depends on the goals of the research 
project, the experimental conditions in effect and, primarily, the degree of experimen-
tal control that is achievable under the conditions of the experiment. In addition to 
identifying the acceptable level of variation in a given experiment, the researcher de-
cides the number of sessions that are included in the analysis. Stability Check allows 
calculations of stability that include data from the last four, six, eight or ten sessions. 

Equation 3

246 + 268 + 259
3( ) 272 + 283 + 261

3
- ( )

246 + 268 + 259 + 272 + 283 + 261
6

 × 100  = 5.41%

( )
][ ][Á Á

Figure 2.  Main screen of the program Stability Check, with hypothetical data from 
eight experimental sessions (Panel A) and the results of calculations of stability (Panel 
C) according to the criterion described by Schoenfeld et al. (1956).  See text for details. 



68

COSTA AND CANÇADO

This restriction on the maximum number of sessions to be included in calculating 
stability was programmed because when means are used to calculate stability, the 
higher the number of sessions included in the analysis, the higher the probability of 
variability in the data being hidden, or averaged out, by the calculation (Baron & 
Perone, 1998; Perone, 1991). 

If the Variation between consecutive sessions criterion (a criterion used, e.g., by 
Joyce & Chase, 1990; see Panel B in Figures 1 and 2) is selected, the program will 
calculate the variability of each session relative to the mean of all sessions included 
in the analysis. For example, if “4” is typed in the corresponding text box, calculations 
of stability will be performed considering the percentage variability of each of the last 
four sessions relative to the mean of these four sessions. 

The results of these calculations are shown in Figure 3 (Panel C). The mean rate of 
responding in Sessions 5, 6, 7 and 8 was 268.75. Considering the mean as 100%, one 
could calculate the percentage difference between this and those values obtained in 

Figure 3.  Main screen of the program Stability Check, with hypothetical data from eight 
experimental sessions (Panel A) and the results of calculations of stability according to 
the criterion of variation between consecutive sessions (Panel C).  See text for details. 
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each session. As shown in Figure 3, the mean rate of responding in Session 5 was 
3.36% lower (note the negative sign associated with this value) than the mean of the 
four sessions included in the analysis. That is, if 3.36% of 268.75 (i.e., 9.75) were 
added to 259 (the value corresponding to Session 5) the value corresponding to the 
mean of the four sessions (i.e., 100% or 268.75) would be obtained. The accepted 
level of variability in the data will depend on those variables mentioned above. 

The results can be saved in a separate text file (.txt) from those containing the data 
of each session, as shown in Panel A (Figures 1, 2 and 3). This can be done by clicking 
the “Save Results” button at the bottom left portion of the “Results” panel (Panel C), 
and by selecting where to save the results.

After calculating stability according to the previously described criteria, the data 
can be inspected visually in graphic format (in the “Results” panel, under the “Chart” 
tab; it should be noted that before stability is calculated, both Y- and X-axes are dis-
played, but no data are shown in graphic format). This graph allows detection of 

Figure 4. Main screen of the program Stability Check, with hypothetical data from 
eight experimental sessions (Panel A).  The data for the last six sessions are shown in 
graphic format (Panel C), allowing visual inspection of the data used in calculating 
stability according to both criteria.  See text for details.
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trends in the data, even when stability is achieved according to the quantitative crite-
ria described previously. In Figure 4, the data for the last six sessions (of the eight hy-
pothetical sessions used in Figures 1 through 3) are shown graphically. This graph, 
with gridlines and labels for each data point, is the default generated by the program. 
The graphic display of data can be altered by excluding labels and grid lines by click-
ing on, respectively, the “Label Value” and “Grid line X” and “Grid line Y” buttons. 
This latter function of the program also can be used in teaching about stability of be-
havior by allowing the student to relate easily the two quantitative criteria previously 
described to the criterion of visual inspection.

Finally, it should be noted that how stringent a stability criterion is depends on 
how behavior occurs during baseline (e.g., if baseline behavior is high or low in rate). 
This factor also should be considered in deciding which stability criterion to use. 
Quantitative stability criteria according to which variability is assessed in relative 
terms (i.e., as the difference in percentage from the terminal sessions of baseline), as 
those described in the present article, allow greater variation when baseline response 
rates are high rather than low. Similarly, when variability is assessed in absolute, in-
stead of relative differences, greater variation is allowed when response rates are low 
than when they are high. Thus, although Stability Check allows the calculation of 
stability according to two such quantitative (relative) criteria, it first should be decided 
if these criteria are appropriate by considering the rate at which behavior occurs in the 
baseline (for a detailed discussion, see Perone, 1991, p.141-144).

Conclusions

The Stability Check program can be used to calculate the stability of response rate 
according to two quantitative stability criteria (e.g., Joyce & Chase, 1990; Schoenfeld 
et al., 1956) and can be useful to both researchers and teachers using single-subject 
designs. The program can also be used to calculate the stability of other aspects of be-
havior, as long as stability is estimated according to these two stability criteria (if stabi-
lity is being estimated by using a different criterion, the program can still be used if the 
calculations it performs are needed). Although the calculations described here can be 
conducted effectively by using electronic spreadsheets, using them would require all 
the formulas previously described to be typed before calculations were performed, 
increasing the probability of making mistakes. This process is automatically done when 
using the Stability Check program, which also is reliable, user friendly and can be 
downloaded at no cost through the website www.caecosta.com.br/stabilitycheck.html. 
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