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RESUMEN

En la investigacion agrondmica frecuentemente se hacen experimentos factoriales; éstos constituyen herramientas que hacen un
uso 6ptimo de recursos, producen estimaciones de contrastes de medias de tratamientos mas precisas y hacen posible el estudio de
las interacciones entre los factores. Sin embargo, el aprovechamiento integral de estas ventajas no siempre se obtiene debido a uno
o varios de los problemas siguientes: interpretacién deficiente del concepto de interaccion; abuso de las comparaciones multiples de
medias; subutilizacién y hasta omisiéon de técnicas de regresion, contrastes y polinomios ortogonales, etc. Para contribuir a la
solucién de esta problematica, y con ello mejorar la calidad de los articulos cientificos que se pretende publicar, en este estudio se
analizan varias acepciones del concepto de interaccion, incluyendo desde aspectos etimoldgicos hasta su significado como fuente
de variacion en el analisis de varianza. Ademas, en el contexto de factoriales, se analizan topicos relacionados con la pertinencia,
aplicacion y ventajas de las técnicas de regresion, contrastes y polinomios ortogonales. Para hacer mas objetiva la presentacion se
recurrié a ejemplos hipotéticos. Se espera que el lector mejore su percepcién conceptual y su capacidad para asociar exitosamente
casos de experimentacion factorial con metodologias de analisis apropiadas, y que esto redunde en un mejor analisis de la informacién
experimental, interpretacion de sus resultados y en una mayor calidad de sus publicaciones cientificas.

PALABRAS CLAVE ADICIONALES: experimentos factoriales, interaccion, contrastes, contrastes ortogonales, comparaciones
multiples de medias.

COMMON PROBLEMSAND METHODS
OF THEANALYSISOFFACTORIAL EXPERIMENTS

ABSTRACT

In the agronomic research, factorial experiments are frequently carried out. These are tools that make an optimus use of resources;
produce more precise estimates of contrasts of treatment means, and make it possible the study of the interactions among factors.
The full release of these advantages, however, is not always obtained due to one or several of the following common problems: Poor
interpretation of the interaction concept; abuse of multiple comparison procedures; subutilization and even omission of regression
techniques, orthogonal contrasts and polynomials, etc. To contribute to solve these problems and thereby to improve the quality of the
scientific articles to be published, in this paper several meanings of the interaction concept, including since its etymological aspects
until its meaning as a source of variation in the analysis of variance, were analyzed. In addition, cases related with the pertinence,
use and advantages of regression, contrasts, and orthogonal contrast and polynomial techniques were analyzed in the context of
factorial experiments. To make a more objective presentation, hypothetical cases of factorial experiments were considered. It is
hoped that the reader’s conceptual perception and capacity to successfully associate cases of factorial experiments and statistical
methods to analyze them properly will be improved and thereby will enable them to increase the quality of the interpretation of the
results and their scientific publications.

ADDITIONAL KEY WORDS: factorial experiments, interaction, contrasts, orthogonal contrasts, multiple comparisons.
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INTRODUCCION

El estudio de varios factores en un experimento facto-
rial permite ahorrar recursos; incrementa la precision de las
estimaciones de medias de efectos, y hace posible el estu-
dio de la interaccion entre tales factores. Precisamente, uno
de los conceptos mas distintivos de los experimentos facto-
riales, aunque no siempre bien entendido por el usuario, es
el de la interaccién entre factores. En el Diccionario de la
Real Academia Espafiola (DRAE) del 2001, la interaccion
se define como “la accidn que se ejerce reciprocamente en-
tre dos o mas objetos, agentes, fuerzas, funciones, etc.”
En el contexto estadistico, particularmente en el de la investi-
gacion agricola, frecuentemente la interaccion entre dos
factores se define como una medida de la variacion de las
diferencias observadas entre los efectos de los niveles de
un factor a través de los niveles del otro (v.g., Knight, 1970;
Mathery Caligari, 1976). Al parecer, referirse a la interaccion
en formas diferentes contribuye a dificultar su entendimiento
y, con ello, a incrementar la ocurrencia de errores en la
eleccioén y aplicacion de métodos para analizar los datos de
un experimento factorial e interpretar y manejar debidamente
los resultados de su analisis de varianza (ANAVA).

En el ANAVA, la magnitud de la suma de cuadrados
de lainteraccion entre dos factores Ay B se relaciona directa-
mente con la variacion de las diferencias entre las medias
de los niveles de Aatravés de los niveles de B (o viceversa).
A pesar de que esta bien definida la peculiaridad de la interac-
cién en el ANAVA, su interpretacion no siempre es apropiada.
Por ejemplo, supdngase que dos variedades de jitomate
(Lycopersicon esculentum Mill.) se evaluaron en dos dosis
de una solucion nutritiva y que en la dosis baja (D,) el rendi-
miento de una variedad (V,) super6 al de la otra (V,).
Supongase ademas que con la dosis alta (D,) V,, por su
capacidad genética, respondié con un incremento en
rendimiento que la hizo superar al rendimiento que produjo
V, con esa misma dosis. Si, por lo que respecta a
tratamientos, el ANAVA solo detectara significancia de la
interaccion entre los factores, seria erréneo afirmar que
estadisticamente no hay diferencia entre efectos de las
variedades (entre medias de variedades) ni entre efectos de
dosis (entre medias de dosis). Lo que procederia seria la
comparacion de los rendimientos de las variedades en cada
dosis y viceversa. Con esta estrategia se podria determinar
si una variedad es estadisticamente superior en rendimiento
a la otra cuando se aplica D, (o bien cuando se aplica D,).
También se podria definir, en su caso, qué variedad aumenta
significativamente su rendimiento cuando se fertiliza con D,,.
El tipo de error de interpretacion anterior no es el Unico
posible; con frecuencia se hacen evidentes algunas
deficiencias conceptuales y metodoldgicas en los analisis
de datos de experimentos factoriales.

Entre los errores que mas frecuentemente ocurren en
los analisis de datos de experimentos factoriales se
encuentran: 1) Ignorar indebidamente la estructura factorial
y, en caso de significancia de los tratamientos, comparar
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sé6lo las medias de todas las combinaciones de niveles; 2)
Hacer s6lo comparaciones entre las medias de los efectos
de los niveles de cada factor (efectos principales) cuando la
interaccion es significativa; 3) Omitir analisis ad hoc cuando
se estudian factores cuantitativos (por ejemplo, analisis de
regresion o, en su caso, de polinomios ortogonales), y en
su lugar hacer comparaciones multiples de medias, y 4)
Omision no pertinente de técnicas de analisis de factores
cualitativos (contrastes y estimacion de diferencias de me-
dias mediante intervalos de confianza, por ejemplo).

Toda investigacion experimental debe incluir una defini-
cion clara de los métodos de experimentacion y de analisis
de datos utilizados, congruentes con la consecucion de los
objetivos perseguidos. El final de la investigacion debe ser
una publicacién cuya responsabilidad no recae exclusiva-
mente en los investigadores y en sus asesores; los revisores
técnicos, editores, etc., también tienen injerencia en la
calidad del documento cientifico que se pretende producir.

Reconociendo su responsabilidad en la calidad de sus
publicaciones, el Comité Editorial de la Revista Chapingo
Serie Horticultura, ha promovido acciones cuyo objetivo es
contribuir a mejorar la calidad de sus articulos. En particu-
lar, con este trabajo se pretende mejorar la percepcion de
los investigadores con respecto al concepto de interacciéon
y a la debida correspondencia entre métodos de analisis y
casos de experimentacion factorial.

Los métodos de analisis a que se hara referencia no
son nuevos, han sido descritos en numerosas ocasiones
desde hace tiempo (v.g., Cochrany Cox, 1973; Steel y Torrie,
1960; Chew, 1976; Nelson y Rawlings, 1983; Lindman, 1992).
En primera instancia se trabajara el aspecto conceptual y
posteriormente el de los métodos estadisticos. Todo con un
enfoque, eso si, propio de los autores.

MODELOS Y CONCEPTOS BASICOS

Para definir un modelo que explique el dato de cada
parcela de un experimento factorial en términos de los
efectos de las combinaciones de los a niveles de un factor A
con los b niveles de un factor B se considerara que,
independientemente del disefio experimental utilizado, sera
posible hacer comparaciones entre los niveles de un factor
libres de los efectos de los niveles del otro u otros factores
(condicion que se denomina ortogonalidad entre los efectos
de los factores). Por esta consideracion, los efectos de los
niveles de los factores Ay B y de su interaccion podran ser
estudiados mas facilmente con base en un modelo que no
incluya factores adicionales aunque los haya (como bloques,
por ejemplo). Asi, con las suposiciones usuales (distribucién
normal, independencia de errores, homogeneidad de
varianzas, etc.), la observacion de la parcela que recibe los
niveles iy j de Ay B, respectivamente, en su repeticion k

(Y, se explica como:



Yix =H+a, +BJ(GB)ij * &js (1)
i=1,2,...,a;j=1,2,...,b;k=1,2,...,r

endondei eslamediageneral; o, BJ. y (oc[:i)ij son los efectos
(fijos) de los niveleside A, jde By de lainteraccion entre o,
y B, respectivamente, y ¢, es el efecto aleatorio de error
asociadoa,,.

Para facilitar el entendimiento de conceptos, en esta
parte se eliminara el ruido que causan los efectos aleatorios
del error. Para ello, los efectos de los niveles de los factores
y su interaccion se describiran en términos de valores
esperados de las Yijk del modelo 1 (que ya no incluyen error)
y éstos se expresaran de acuerdo con la expresion general
E(Y,) = ¥, En estas y's se usara la notacion en que un
punto puesto en el lugar de un subindice querra decir que se
han promediado las y’s que corresponden a los valores de
ese subindice. Asi, para los términos de la Ecuacién 1:

w=y..., BJ. =YY consecuentemente,
(GB)U Yi. — Bj = (yij. - yi.)_ (y.j. - y) (2)

De acuerdo con las expresiones en (2) resulta que:

G=Y Yo

b b
>a,=0,28,=0,2(0B); =0 parai=1,2,3, ...

i=j =1 j=1

a
avyZ(aB)ij =0 paraj=1,2,3,...b

a

a
Por ejemplo, 20;=2(y; -y )=ay -ay =0
i= i=

Como consecuencia, las medias de los efectos son siempre
iguales a cero. Como se expreso en (2), el efecto de interac-
cion (ofy), es una diferencia entre dos efectos del nivel j de
B: El primero es en presencia del nivel i de A, (y,-y, ), y el
segundo es el efecto promedio general, (y,-y ). Porotra parte,
elintercambiodey, yy, hace que (o), también sea expre-
sable como una diferencia entre dos efectos del nivel i de A:

(GB)U (yu y.j.)_(yi.._y...)

Ambas expresiones se reflejan en la suma de
cuadrados de la interaccion:

rzz[(v -y, -, -v F

Esta a su vez se relaciona directamente con la variacion
del comportamiento relativo de los niveles de Aa través de
los niveles de B (o viceversa).

En el ANAVA la suma de cuadrados debida a la
variacion entre los efectos de las ab combinaciones de los
aniveles de Aconlos b niveles de B (Ecuacion 1) puede ser
descompuesta en tres partes debidas a la variacién entre
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las medias experimentales de: 1) Los efectos de los niveles
de A; 2) los efectos de los niveles de B, y 3) los efectos de
la interaccion AB. Cada una de estas tres partes a su vez
puede ser descompuesta en porciones asociadas a
contrastes, deseablemente congruentes con los objetivos
de la investigacion.

En un experimento con los factoresA,By Ccona, b
y c niveles, respectivamente, la suma de cuadrados de las
abc combinaciones puede ser dividida en siete partes debi-
das a: Los efectos principales de los tres factores (A, By
C); las tres interacciones entre dos factores (AB, AC y BC),
y la interaccion entre los tres factores (ABC). El modelo ba-
sico para explicar el valor de la observacion de la repeticion
I que recibid los niveles i, jy k de los factores A, By C (Y,
respectivamente, es:

Yi =H+a; +B; + (GB)ij +Iy
+ (ar)ik + (Br)jk + (aBr)ijk * & 4)

En donde «,, B, y I', son los efectos (fijos) de los
nivelesi,jy kdeA, By C; (ap),, (aD),, (BD), y (apl), son
las interacciones entre los efectos indicados y € €S el
término aleatorio de error correspondiente a YI - Por
extension de las expresiones en (2), resulta que, por ejemplo:

o=y, -y (B)=(y; -vi )-(v; -v )y

(a8 )y = [y —vi )=y, ~vi )
- [(y-jk. _y.j..)_(y..k. —y___.)] ®)

Del conjunto de expresiones en (5) y (2) y en sus
extensiones se obtiene que:

(aBr)ijk =Y —H-a =B -T - (aBij)
- (arik )_ (Br)jk (6)

En la Ecuacién 5 el efecto de interaccion (ocBF)ijkes
interpretable como la diferencia entre el efecto (BF)J.k en
presencia del nivel ide A, (y, -V, )-(y, -V, ). yelefecto
(BF)jken todo el experimento, (y_jk_ - y_j__) (Y, .-V )
Anédlogamente, (oc[ﬁr)ijk también puede ser interpretable con
base en (ocB)”. o (ual), segun las expresiones,
respectivamente:

(GBF)ijk = [(yijk. - yi.k.)_ (Y.jk. —Yk )]

_[(yij.. _yi...)_(y.j.. —Y..__)] (7)

(GBF)ijk = [(yijk. —Yik )_ (yij.. =Y. )] (8)
- [(yi.k. - y..k.)_ (yi... - Y)]

Revista Chapingo Serie Horticultura 14(2): 213-222, 2008.
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Estas dos expresiones del efecto (ocBl“)ijk [Ecuacio-
nes 7 y 8] son una extension de la definicién del efecto de
interaccion (aB), (Ecuacion 2) en el sentido de que se descri-
ben como una diferencia entre dos efectos. Analogamente,
para cuatro o mas factores el efecto de su interaccion se
definiria como una diferencia entre dos efectos de interaccién
que involucran todos los factores excepto uno.

Para ejemplificar numéricamente los efectos de los
niveles de los factores y de sus interacciones, considérese
un factorial hipotético con dos variedades de tomate de
cascara (Physalis ixocarpa Brot.) (G, y G,), dos dosis de
fertilizacion (D, y D,) y dos formas de regar (R, y R,). De
acuerdo con una extension de las expresiones en la
Ecuacion (2), para los rendimientos medios (t-ha™ x 10)
hipotéticos (sin error) del Cuadro 1, la determinacién de la
media (u), del efecto de la variedad 1 (I',), de la dosis de
fertilizacion 1 8,, de la forma de regar 1 A,y de un efecto de

interaccion, I'S, ,, se hace a continuacion:

u=y =(4+6+5+7+4+6+6+8)/8=5.75,
T,=y, -y =(4+6+5+7)4-575=-025
5,=y, -y =(4+6+4+6)4-575=-0.75

M=y, -y =(4+5+4+6)4-575=-100
y

(FS )11 =Y, oYl oY Ty
-(4+6)2-55-50+575 =025

Con base en estos resultados, como

2 2 2 2 2

;Fi = Zléj = klelk = kZI(F5)ik = ;(m)ik =0 debe resultar,
1= J= =i =| i=

adicionalmente, que:

r, =025 (5),,=-0.25
5,=075 (I3),,=-0.25 ©)
h,=1.00 (r8),, =0.25

En el Cuadro 2 se muestran las medias de las

CUADRO 1. Medias hipotéticas (valores paramétricos) de
rendimiento de fruto (t-ha*x10) de un experimento
factorial con dos variedades de jitomate (G), dos
dosis de fertilizacion (D) y dos tipos de riego (R).
Las medias fueron seleccionadas para que haya
solamente diferencias entre los efectos de los
niveles de D, Ry G y de la interaccion DG.

G

2
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combinaciones de niveles de cada dos de los tres factores,
D, Ry G, del Cuadro 1. Se puede afirmar que los efectos de
interaccion de los tipos (I'A) y (8) son iguales a cero, ya que
las diferencias entre las medias de los efectos de los niveles
de cada uno de los factores en RG y DR no cambian cuando
se pasa de uno al otro de los niveles de D y G,
respectivamente. Graficamente, la ausencia de interaccion
entre dos factores hace que las lineas de los niveles de un
factor sean paralelas cuando se grafica contra los niveles
del otro (Figuras 1Ay 1B), lo que no sucede para los factores
Dy G (Figura 1C), entre los que si hay efectos de interaccion
de la forma (I'd)diferentes de cero (Ec. 9).

Respecto a la interaccion DGR del Cuadro 1, por
analogia con la Ecuacion (6), como

(r&“)ijk =VYijk. -I - 51' _7‘k - (FS)ij _(D‘)ik - (Sx)jk

y como los términos del lado derecho (i=1, 2,...,a; j=1,
2,...,b;k=1,2,..., c) de esta expresion ya fueron calculados

CUADRO 2. Medias hipotéticas (valores paramétricos) de las
combinaciones de los niveles de cada dos
factores del factorial 2x2x2 del Cuadrol. Las me-
dias fueron escogidas para que con respecto a
interacciones, segln la Ec. 2, s6lo exista la de GD.

Gl G2 D1 D2 D1 D2
R1 4.5 5.0 R1 4.0 5.5 G1 5 5
R2 6.5 7.0 R2 6.0 7.5 G2 6
A
8 8

G, G, D, D,
(63
8
7 / G,
6
5 L —— ]
G
1

4

D, D,

FIGURA 1. Medias paramétricas (sin error) de las combinacio-
nes de los niveles de cada dos factores del factorial
2x2x2 del Cuadro 2. Sélo en la grafica C hay
interaccién entre los factores graficados (las lineas
para G, y G, no son paralelas).



[resultados en (9)] se puede verificar que todos los efectos
deltipo (1“8)U.k son iguales a cero, y se dice, en consecuencia,
que no hay interaccion DGR. En términos graficos, el patrén
que se observa entre las lineas R.D, y R,D, (Figura 2) es el
mismo que hay entre las lineas R,D, y R,D,, lo que significa
que todos los efectos de interacciéon DGR son iguales a
cero; lo que también refleja el mismo comportamiento relativo
de los efectos de D, y D, al pasar de R, a R,. Otra forma de
analizar la interaccion entre tres factores se basa en la grafica
de los niveles de un factor contra los niveles de otro en cada
uno de los niveles del tercer factor; si las lineas de cada
grafica tienen entre si niveles de ausencia de paralelismo
que no varian de una grafica a otra, se concluira que no hay
interaccion entre los tres factores. En cada una de las Figuras
3y 4, construidas con los datos del Cuadro 1, hay una re-
produccion de patrones del comportamiento de las combi-
naciones de niveles de dos parejas de factores: Dy R (Figura
3), y Dy G (Figura 4), en los dos niveles del tercer factor.

Al lector que considere que ya tiene un buen
entendimiento de lo que es la interaccion se le sugiere pasar
al apartado de métodos de analisis.

Gq G2

FIGURA 2. Medias paramétricas (sin error) de las combinacio-
nes de los niveles de los factores Ry D en G,y G,
(datos del Cuadro 1). No hay interacciéon GDR, segln
lo evidencia la falta de paralelismo entre R,D, y R,D
que es la misma que entre R,D, y R,D,.

1

D1 D2 D1 D2

FIGURA 3. Medias verdaderas (sin error) de las combinaciones
de niveles de los factores Ry D en cada nivel de G,
G,(A) y en G, (B) (datos del Cuadro 1). No hay
interaccién GDR segun la evidencia el paralelismo
entre R, y R,, tanto en A como en B.
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8 8 B \]
A

7 7 V1

G2

G

6 » V2 6

G
5 / Vi °

R
4 Ry 4 2
D4 Do D1 D2

FIGURA 4. Medias verdaderas (sin error) de las combinaciones
de niveles de los factores G y D en cada nivel de R,
R.(A) y R,(B) (datos del Cuadro 1). No hay interaccion
GDR ya que el comportamiento relativo de G, y G,
ante D, y D, no cambia cuando se pasa de R, a R,.

Un conjunto hipotético de medias paramétricas (sin
error) de un factorial con 2, 3y 3 niveles de los factores A, B
y C, respectivamente, construido para que sélo haya efectos
diferentes de cero para A(c.,), AB(aB,) y ABC [(afil'),] se
muestra en el Cuadro 3. De esta informacién, con base en
las expresiones para la media, un efecto de un nivel de un
factor, una interaccioén entre dos factores y una interaccion
entre tres factores (Ecuacién 6) se obtiene que:

pu=1.5, a, =0.5, a, =-0.5,
(aB)y; =0, (), =2/3,  (aB); =253,
(aB),, =0, (aB)y =273, (aB)y =213,
(Br)yyy =1, (aBF), =1, (aBT)yys =0,
ABl)yy =1, (aBT)pp =—1,  (aB),q5 =0, (10)

(aBT),p, =2/3, (aPT),p, =173,
(aBr),y, = 2/30, (aBr)

(GB)g1 =113, (0BT )y, =213,
(0B )pay =113, (GBI )z = 213,

En el ejemplo hipotético de los datos del Cuadro 3, la
interaccién AB y la ausencia de interaccion BC son muy
facilmente discernibles en la forma en que se presenta la
misma informacién en el Cuadro 4. Las diferencias entre los
efectos de niveles de A cambian cuando se pasa de un nivel
de B a otro de sus niveles, y no hay diferencias entre niveles
de C ante cada nivel de A, respectivamente.

Las representaciones graficas de los efectos de un
factorial de tres factores no siempre son un instrumento de

CUADRO 3. Medias paramétricas (libres de error) de las 18
combinaciones de un factorial 3x3x2. Las medias
fueron escogidas para que, de acuerdo con la Ec.
5 s6lo haya efectos de A, AB y ABC.

C1 Cc2 C3
Bl B2 B3 B1 B2 B3 Bl B2 B3

A1 1 2 3 1 2 3 1
A2 2 1 0 0 2 1 1 2

Revista Chapingo Serie Horticultura 14(2): 213-222, 2008.
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CUADRO 4. Medias paramétricas (libres de error) de los efectos
de las combinaciones de dos niveles de A con los
tres de B y de éstos con los tres de C (datos del
Cuadro 3). Se evidencia la presencia y la ausencia
de interaccion AB y BC, respectivamente.

Al A2 C1 C2 C3
B1 2 1 B1 1.5 1.5 1.5
B2 4/3 5/3 B2 1.5 1.5 1.5
B3 8/3 13 B3 1.5 1.5 1.5

facil manejo para determinar la existencia o inexistencia de
una interaccion. Aun en los casos hipotéticos (sin error)
que se esta analizando puede suceder que, por lo que sdlo
a la figura geométrica concierne, una misma representacion
grafica pueda corresponder a un caso con interaccion ABC
0 a un caso sin esta interaccion. Por ejemplo, en la Figura
5 no existe interaccion ABC; sin embargo, si en la grafica
para A, se intercambiaran los niveles C, y C, (solo estos
simbolos) no cambiaria la figura geométrica pero si se
detectaria interaccion ABC.

METODOS DEANALISIS

A diferencia de los datos hipotéticos de los Cuadros 1
a 4 y de las Figuras 1 a 5, los datos obtenidos en la
investigacion experimental, ademas de los efectos de los
niveles de los factores y de sus interacciones, también
reflejan efectos aleatorios de error. Estos generan la
necesidad de disefiar experimentos y métodos de analisis
de datos que tiendan a contrarrestar los efectos aleatorios
que enmascaran los verdaderos efectos de los niveles de
los factores y los de sus interacciones.

Comparaciones de medias

En este apartado solo se consideraran los casos, poco
frecuentes, en que por la naturaleza de los factores la compa-
racion de cada media con cada una de las restantes es
apropiada. Esto puede ocurrir con factores de caracter cuali-

FIGURA 5. Medias paramétricas (sin error) de cada combinacion
de niveles de un factorial 2x3x2 con efectos de inte-
raccion AB y BC. En A y en B se repite el patron de
comportamientos relativos entre las combinacio-
nes de niveles de cada nivel de C con cada nivel de
B; por ello no hay interaccién ABC.

Problemas y métodos...

tativo cuyos niveles no poseen caracteristicas que hagan
mas importantes algunas comparaciones (a nivel individual
o de grupos) que otras.

Cuando en un factorial la interaccion entre dos factores
es estadisticamente significativa, las medias experimentales
de los niveles de cada factor se deben comparar en cada
uno de los niveles del otro, independientemente de que los
factores sean estadisticamente significativos. Se debe proce-
der asi porque con interaccion significativa las magnitudes
de las diferencias observadas entre las medias de los niveles
de un factor no son iguales a través de los niveles del otro
factor. Y esto puede hacer que las diferencias que no son
estadisticamente significativas ante un nivel del segundo
factor si lo sean ante otro(s) nivel(es) de este segundo fac-
tor y viceversa. Ademas, se genera informacion que permite
un mejor acercamiento para detectar e interpretar las causas
de lainteraccion.

Sin la variacién aleatoria de error, cuando no hay
interaccién ABC cada una de las diferencias entre las me-
dias de cada par de niveles de C (por ejemplo) en cada una
de las combinaciones de los b niveles de B con el mismo
nivel de A, tienen cambios de una misma magnitud cuando
se pasa a otro nivel de A. Cuando esto no suceda habra
interaccion ABC. Asi, sélo cuando los cambios referidos
sean siempre de una magnitud igual a cero, con datos
experimentales las comparaciones estadisticas de las me-
dias de los niveles de C deben producir los mismos
resultados en cada uno de los niveles de A.

Estrictamente, comparar los niveles de C en cada una
de las ab combinaciones de los a niveles de A con los b ni-
veles de B también puede visualizarse como la consecuencia
de la existencia de interaccion significativa entre C y el “fac-
tor” cuyos niveles fueran las ab combinaciones de los niveles
de Acon los de B. Pasar de tres a dos factores puede tener
valor aplicado si el manejo de cada combinacion de niveles
de los factores Ay B tuviera sentido para el investigador o
para el usuario de la tecnologia que se llegara a derivar. Un
ejemplo hipotético de la ocurrencia de este tipo de interaccion
es la informacién del Cuadro 3 con respecto a la comparacion
de los dos niveles de A en cada combinacién de niveles de
ByC.

Varios autores (v.g., Chew, 1976; Petersen, 1977; Car-
mery Walker, 1982; Lindman, 1992) han descrito numerosos
procedimientos para hacer inferencia sobre contrastes que
involucran medias de tratamientos; destacan el de Tukey
para la comparacion de todas las medias entre si; el de
Dunnett para comparar la media de un testigo con cada una
de las medias restantes; el de Scheffé para probary estimar
contrastes que resultan interesantes después de un exa-
men preliminar de datos de experimentos exploratorios, etc.
Carmery Walker (1982) discuten el valor relativo de algunos
procedimientos para comparar medias.

En general, no siempre (y en realidad en menos casos



de los que los usuarios lo hacen) las comparaciones de
medias son el procedimiento estadistico que se debe aplicar.
Como proceder después de que el analisis de varianza se
ha efectuado depende de la naturaleza de los factores y de
los objetivos de la investigacion.

Factores cuantitativos

Para un factor cuyos niveles pueden asociarse con
puntos en una escala numérica, como distancia entre
plantas, dosis de fertilizacion, etc., un analisis estadistico
mas adecuado que la comparacion de medias se basa en
el ajuste de una funcién de respuesta mediante técnicas de
regresion. Es usual que la relacion entre la variable respuesta
(Y) y los niveles de un factor cuantitativo (X) se aproxime
mediante un polinomio de la forma:

Y =By + B X+ B X2 4+ B XP

El proceso se puede iniciar con el polinomio de orden
mas bajo, aumentandolo sucesivamente hasta que se en-
cuentre uno que explique la mayor parte de la variabilidad.
Con frecuencia, un polinomio de segundo grado es suficiente
[cuando esta metodologia se extiende a mas de un factor
cuantitativo se puede recurrir al concepto de superficie de
respuesta (v.g., Martinez, 1988; Montgomery, 1991)]. Con
este enfoque, la interpretacién cambia radicalmente; en lugar
de comparar las medias asociadas a niveles de factores se
recurre a la estimacion. Por ejemplo, para sélo un factor
cuénﬂtaZvo szs))uede estimar el efecto que para la variable
respuesta (Y) tiene un valor cualquiera de la variable indepen-
diente X (de preferencia dentro del intervalo explorado con
los niveles del factor). Por ejemplo, si se adoptara el modelo:

Y =13.2 +2.5X,

se estimaria que por cada unidad en que se incremente X,
Y experimentaria un aumento de 2.5 unidades. Similarmente,
si, por ejemplo, los niveles del factor fueran 6, 8, 10, 12, 16,
para X=14, el valor estimado de Y seria 48.2 [calculado como
13.2+2.5(14)]. Ademas, cualquier cambio de X (dentro del
intervalo explorado) debe producir un cambio en la variable
respuesta Y, por pequeio que éste sea. Si, en cambio, el
modelo adoptado fuera:

Y =3.17 + 20X - 2X?

se estimaria que con X =5 |a variable respuesta Y alcanzaria
su maximo valor (esto se debe a que X =5 es la solucion de
la ecuacion que resulta al igualar con cero la derivada de Y
con respecto a X, ademas de que la segunda derivada es
negativa).

Con niveles igualmente espaciados se puede obtener
las sumas de cuadrados de los contrastes [SC(C)] debidas
alos efectos lineal, cuadratico, cubico, etc. (v.g., Cockerham,
1954; Lindman, 1992) y con base en la significancia de estos
efectos también se puede construir un polinomio ortogonal.
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Por ejemplo, para un factor cuantitativo con tres niveles igual-
mente espaciados, si los totales experimentalesson T,, T,
y T,, se calcula las sumas de cuadrados debidas al efecto
lineal (el promedio de los dos incrementos en la respuesta
que se obtienen cuando se pasa del nivel bajo al intermedio
y de éste al superior) y al efecto cuadratico (desviacion de
la respuesta con respecto a la linealidad) segun la expresion:

sc(c)- [icm}z/(ngciﬂ

i)

en donde los conjuntos de coeficientes para estos efectos
son: {C, =1,C,=0,C,=-1}y{C, =1, C, =-2, C=1},
respectivamente, y n es el nUmero de observaciones que
forman cada total. La suma de estas dos sumas de cuadra-
dos representa toda la variabilidad que hay entre las medias
de los tres tratamientos debido a que ademas de asociarse
a sendos grados de libertad, son ortogonales; es decir, dan
cuenta de variacién de origen y significado independiente.
Si el cuadrado medio del error y sus grados de libertad se
representan por CM(E) y GL(E), respectivamente, entonces,
como en cualquier contraste, si

F.=[SC(C)V [CM(E)]

igualara o superara al valor de la distribucion de F, o aue
corresponde al nivel ¢ de significancia, se declararia que el
efecto (lineal o cuadratico) que se pruebe es
estadisticamente significativo. Si ambos efectos fueran
significativos se ajustaria un polinomio cuadratico de la forma

Y = P (X) + o, P, (X) + 0,P,(X) (11)

donde P,(X) es el polinomio ortogonal de ordeni(i=0, 1, 2).
Los primeros tres polinomios ortogonales, para niveles
igualmente espaciados, son (Lindman, 1992):

P, X =1,P, X = X=X /dy

P,(X)= 3{[(X—;()/d] 2—2/3>

en donde d = distancia entre los niveles de Xy X es la
media de estos niveles. Los estimadores de minimos
cuadrados de o, o, y o, para este caso son (v.g., Mont-
gomery, 1991):

(12)

. 3
Ao :i;ﬂ/g, a, =(T1_T3)/6 y

G, =(T,-2T,+T, )18 (13)

Asi, conlosvaloresde T,, T,, T, X, X y d se construye

el polinomio segun las Ecuaciones (11) a (13)

Para tres o mas niveles igualmente espaciados la
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construccion de los polinomios ortogonales correspondien-
tes ha sido descrita por numerosos autores (v.g., Steel y
Torrie, 1960; Montgomery, 1991; Lindman, 1992).

Para dos factores cuantitativos si se tuviera una
regresion significativa para las dos variables independientes
(las asociadas con estos dos factores) cada combinacién
de dos niveles cualesquiera (incluidos o no en el estudio)
debe producir efectos en la variable respuesta Y. Por ejemplo,
el modelo de primer grado es de la forma general:

Y =By +B4X; +B2X,

Con minimos cuadrados se puede estimar 3, B, y 8,,
y con base en la ecuacién de prediccion construida con los

estimadores [30, é1 y [32,
Y =Bo +BXy +B2X;,

se puede predecir el Y(\?) que corresponda a cualquier

combinacion de X, y X,; se puede determinar qué valores de
X,y X, maximizan Y, etc. Algo similar se puede hacer con
modelos de mayor grado (v.g., Montgomery, 1991; Lindman,
1992). Silos niveles fueran igualmente espaciados se podria
hacer una descomposicién ortogonal de la suma de
cuadrados debidas a las combinaciones de estos factores.
Por ejemplo, silos factores Ay B tuvieran tres niveles cada
uno, los ocho grados de libertad de las nueve combinaciones
de niveles podrian ser asignados a los ocho contrastes
ortogonales correspondientes a los efectos: 1) Lineal A, 2)
Lineal B, 3) Cuadratico A, 4) Cuadratico B, 5) Lineal A x
Lineal B, 6) Lineal A x Cuadratico B, 7) Cuadratico A x Lin-
eal B y 8) Cuadratico A x Cuadratico B. Fasoulas y Allard
(1962) generaron los nueve genotipos posibles de cebada
(Hordeum vulgare L.) para dos loci con dos alelos en cada
locus e hicieron el analisis como si se tratara de un factorial
3x3, en donde, por ejemplo para el locus O, los genotipos
00, Ooy oo fueron los niveles, igualmente espaciados, 2,
1y 0 (numero de genes O en el genotipo); con los contrastes
se determind para varios caracteres la significancia de los
efectos aditivos (lineales) y de dominancia (cuadraticos) en
cada locus y la de los cuatro efectos epistaticos. Russell y
Eberhart (1970) hicieron un analisis similar para tres loci del
genoma de maiz (Zea mays L.). Por su parte, Montgomery
(1991) muestra un analisis de los datos de un experimento
en que se probo el efecto de la cantidad (15, 20, 25, 30y 35
%) de algoddn (Gossypium hirsutum) en la resistencia de
una fibra; el analisis se hizo mediante técnicas de regresion
y, como los niveles son igualmente espaciados, mediante
polinomios ortogonales; con cada técnica se ajusté un
modelo, y ambos modelos coincidieron.

Factores cualitativos

Para un factor cualitativo (uno cuyos niveles no pueden
ser ordenados de acuerdo con su magnitud; por ejemplo:
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variedades, tipos de sustratos, tipos de herbicidas, etc.) al-
gunas veces es posible planear y efectuar comparaciones
de tratamientos estrechamente relacionados con los objeti-
vos de la investigacion. Por ejemplo, considérese el caso
hipotético en que se va a estudiar el rendimiento de fruto de
tres variedades de jitomate en una localidad de El Bajio,
una (V,) desarrollada por el Instituto de Horticultura, otra
(V,) por el Instituto Nacional de Investigaciones Forestales,
Agricolas y Pecuarias, en tanto que la tercera (V,) es la va-
riedad que mas se siembra en la region objeto de estudio.
Supongase que debido a que el pulgén (Diuraphis noxia)
empieza a ser un problema en la region, la evaluacion de
las tres variedades se hara con (l,) y sin (l,) la aplicacion de
un insecticida. Con relacion a los 5 grados de libertad corres-
pondientes a variedades (2), insecticidas (1) e interaccién
(2), con este trabajo se pretende dar respuesta a las cinco
preguntas siguientes: 1) ¢ Rinden igual las variedades nuevas
(en promedio) y la variedad mas sembrada?; 2) ;Rinden
igual las dos variedades nuevas?; 3) ¢, Tiene un efecto en el
rendimiento la aplicacion del insecticida?; 4) ; Responden
igual a la aplicacion del insecticida las dos variedades nue-
vas?; 5) ¢ Afecta la aplicacion del insecticida la diferencia
que se observa entre el promedio de las variedades nuevas
y el de la mas sembrada cuando no se usa insecticida? El
analisis de los datos de la evaluacion de campo debe
orientarse a la produccion de respuestas para las cinco
preguntas. Para ellas, en el Cuadro 5 se muestran, en el
orden de las cinco preguntas, sendos contrastes mutuamen-
te ortogonales (dos contrastes son ortogonales si

%Ckck =0 las C.y C;( son los coeficientes de un con-

traste y otro, respectivamente). Por ejemplo, si el contraste
1 fuera significativo querria decir que el promedio de las me-
dias de las variedades nuevas (V, y V,) difiere estadistica-
mente de la media de la variedad mas sembrada (V,); simi-
larmente, la significancia del contraste 2 haria concluir que
las medias de los rendimientos de las variedades V, y V,
difieren estadisticamente, etc.

En general, cuando sea congruente con los objetivos
de la investigacion, la formacion de contrastes ortogonales
tiene ventajas: a) Cada una de las pruebas de hipotesis
asociadas a contrastes ortogonales aporta informacién nue-
va, independiente; b) la interpretacion de resultados es mas
sencilla, y ¢) el nUmero maximo de contrastes es limitado.
Por ejemplo, para las tres variedades de jitomate el niUmero
maximo de contrastes ortogonales es dos; éstos pueden
ser los contrastes C, y C, ya definidos que no generan proble-
mas de interpretacion cualesquiera que sean los resultados
respecto a su significancia estadistica. En cambio, si los
contrastes no ortogonales relativos a las comparaciones de
V, conV,ydeV, con V, fueran sometidos a prueba y se
concluyera que, estadisticamente, V, =V, y V, =V, se po-
dria interpretar que V, = V,; sin embargo, esto no necesaria-
mente es cierto, como si lo seria en el escenario de la mas
estricta l6gica matematica.



Por otro lado, si para el mismo ejemplo se recurriera a
las pruebas de F del analisis de varianza para variedades
(V), parainsecticidas () y para la interaccion (1V), con signifi-
cancia estadistica para V'y para IV no se produciria ninguna
respuesta especifica para ninguna de las cinco preguntas.
Conla prueba de F para |, en cambio, se probaria la hipotesis
de igualdad de efectos de los dos niveles del factor |, la mis-
ma que se prueba con el contraste 3. En otro escenario, si
las tres variedades no tuvieran las caracteristicas menciona-
dasy lainteraccion IV fuera significativa se deberia interpretar
que las variedades no responden igualmente a la aplicacion
del insecticida y posteriormente se podria determinar las
particularidades de esta respuesta diferencial. Por ejemplo,
se podria comparar las medias de las variedades en cada
nivel del factor | para determinar, en su caso, qué variedades
rinden mas cuando no se aplica insecticida y, similarmente,
cuando si se aplica. Ademas, con la comparacién de las
dosis de insecticida en cada variedad se podria identificar,
en su caso, las variedades que aumentan significativamente
su rendimiento por efecto del insecticida o, aun mejor, se
podria estimar mediante un intervalo de confianza la diferencia
entre las medias de rendimiento de |, e |, en cada variedad
(Steel y Torrie, 1960; Montgomery, 1991). Con esta estima-
cién, ademas de darse unaidea de la magnitud de la diferen-
cia entre estas medias (lo que no se consigue con la prueba
de hipotesis), se determinaria si tal diferencia es estadistica-
mente significativa (cuando el intervalo de confianza estimado
no incluya el cero).

En el ejemplo objeto de analisis, ya sea con los contras-
tes o con la comparacion de medias de los niveles de un
factor en cada uno de los niveles del otro, se obtiene informa-
cién que no se lograria con la comparacion de cada media
con las cinco restantes (son seis medias, una de cada combi-
nacion de niveles), cualquiera que fuera el procedimiento de
comparacion. Sin embargo, es innegable, particularmente
desde una perspectiva pragmatica, que si sélo se deseara
identificar las combinaciones de niveles cuyas medias fueran
las mayores, la comparacion de cada media con cada una
de las restantes seria adecuada.

En general, cuando se han definido contrastes con-
gruentes con los objetivos del estudio, las pruebas de F pa-
ra los efectos principales e interacciones pierden importan-
cia. Por ejemplo, en el factorial sujeto a analisis no seria
necesaria la prueba de F para determinar si la interaccion
IV es significativa puesto que lo interesante de esta interac-
cién ya fue expresado en forma de dos contrastes: el 4 y el
5 (Cuadro 5); ademas, la prueba de F para |, como ya se
menciono, es la misma que la del contraste 3. Por otra par-
te, en la construccién de contrastes la guia basica es su
congruencia con los objetivos de la investigacion, no importa
que los contrastes resultantes sean o no mutuamente ortogo-
nales, ni que sean tantos como grados de libertad haya
para tratamientos.

Considérese ahora un experimento factorial que involu-
cre dos factores cualitativos; por ejemplo una evaluacion de
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CUADRO 5. Coeficientes para cinco contrastes ortogonales en
un experimento factorial de tres variedades de
jitomate (V) y dos dosis de un insecticida (l).

Contraste Combinaciones de niveles
Vlll V2|2 V3|3 V1|2 V2|2 V3|2
1 -2 1 1 -2
-1 0 1 -1 0

-1 -1 -1
-1 0 -1 1
1 -2 -1 -1

a A~ WO N =
- A A A A
-

N

variedades de papa (Solanum tuberosum L.) en varios
arreglos topolégicos. Si de acuerdo con los objetivos se
formara un conjunto de contrastes ortogonales con respecto
a las variedades de papay la interaccion fuera significativa,
las hipétesis asociadas a estos contrastes se podrian probar
en cada arreglo topoldgico. Si, en cambio, la interaccion no
fuera significativa, estas hipétesis se probarian en forma glo-
bal, con los totales o medias calculadas con toda la
informacion del experimento. Esto es asi porque en ausencia
de interaccion, se esperaria que la prueba de cualquiera de
estas hipodtesis en cada arreglo topoldgico produzca,
estadisticamente, los mismos resultados.

COMENTARIOS FINALES

A continuacion se presentan algunas reflexiones sobre
el concepto de interaccién entre dos factores. Con sélo dos
factores, el efecto verdadero de interaccién entre los niveles
iyjdeAyB, (ocB)ij, es la diferencia entre Y (el valor paramétri-
co de la media de los datos de las parcelas que recibieron
la combinacion de los niveles ide Ay jde B)y u+o +
(Ecuacion 2) que son los valores esperados de la media de
los niveleside Ay jde B con (yij_) y sin (u+ o +B,) interaccion,
respectivamente. Esta acepcion de la interaccion, que solo
involucra parametros, es similar a la de Baker (1988), aunque
éstainvolucra un valor experimental (Yij_) en lugar del valor
esperado correspondiente (yij) pero difiere de la que interpreta
a laiinteraccion sdlo en tér-minos de su etimologia (DRAE,
2001) y de la que la visualiza como una fuente de variacion
en el analisis de varianza (v.g., Knight, 1970; Mather y Caliga-
ri, 1976; Martinez, 1988; Sahagun, 1992). De las cuatro acep-
ciones de interaccion anteriores, la de diccionario es de ca-
racter etimolégico, y la de mayor valor linglistico ya que
hace referencia a una accion; sin embargo, no es propia del
argot estadistico; las dos primeras se refieren al efecto resul-
tante de esa accidn que se ejerce reciprocamente entre los
efectos de los niveles de los factores [denotado como (ozB)ij]
en tanto que la que la ubica como una fuente de variacion
en el andlisis de varianza es de tipo estadistico y pragmatico
[se refiere a la variabilidad entre los (ocB)ij,s, mas especifica-
mente, se relaciona con la hipétesis nula que se prueba en
el analisis de varianza [(H,: (aB),, = (aB),, = ... = (aB),, =
(aB),, vs H_: H, es falsa]. Con la prueba de F de esta fuente
de variacion se determina, en su caso, su significancia esta-
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distica, interpretable como un reflejo de la variabilidad entre
los efectos (ocB)ij,s. Con la ausencia de tal significancia debe
asumirse que todos los efectos de interaccion de la forma
(o), son iguales a cero.

En la practica de la investigacion experimental comun-
mente no se discute la interaccion desde un punto de vista
cientifico, pero su significado estadistico se puede encontrar
con ayuda de una grafica. Ademas de su complejidad, proba-
blemente en muchos casos no se tiene suficiente conoci-
miento cientifico del fendmeno; y conforme se involucra mas
factores esta deficiencia aumenta. Sin embargo, no es comun
experimentar con mas de tres o cuatro factores, ni tampoco
es frecuente la significancia estadistica de las interacciones
entre todos ellos (v.g., Montgomery, 1991; Lindman, 1992).

Con los datos hipotéticos de los Cuadros 1 a4 se de-
termind los efectos de los niveles de los factores y de sus
interacciones con base en las formulas descritas en las ex-
presiones de la Ecuacién 2 o en sus extensiones (Ecuacio-
nes 5 a 8). En esta visualizacion hipotética, no habra interac-
cion solo cuando cada combinacién de niveles de los factores
involucrados tiene un efecto de interaccién igual a cero. En
la realidad, con datos de un experimento, los efectos aleato-
rios de error hacen necesaria la prueba de una hipotesis pa-
ra dictaminar si una interaccion es estadisticamente signifi-
cativa (por ejemplo, mediante una prueba de F para una
fuente de variacion o para un contraste). Con el conocimiento
del riesgo de rechazar una hipétesis que es cierta (nivel de
significancia), una interaccion que se declara estadistica-
mente significativa implica que los efectos de interaccién
(ocB)ij no son iguales. Para el analisis subsecuente a la signifi-
cancia de la interaccion que involucra un factor cuantitativo
dificilmente se pueden justificar las comparaciones de las
medias de sus niveles. Estas comparaciones parecen estar
confinadas mayormente a los niveles de un factor cualitativo
que no admiten la definicidn de un conjunto pertinente de
contrastes.
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