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Resumen

Este trabajo efectla una clasificacion y una descripcion sistematica de las técnicas digitales
aplicadas al estudio de datos producidos por usuarios en redes sociodigitales. Se identifican los
actores institucionales que las producen y promueven, se evallan las herramientas disponibles y
su ambito de aplicacion, y se presentan ejemplos de estudios que las utilizan. Se clasifican las
técnicas en funcién del lugar que ocupan en una secuencia de investigacion formada por cuatro
etapas: recoleccion, limpieza, procesamiento y visualizacién de datos. Asimismo, se enfoca tanto
en técnicas de procesamiento de textos como de imagenes; en el primer caso se aborda el andlisis
cuantitativo de contenidos, el analisis de redes y el anadlisis de sentimientos, mientras que en el
segundo caso se centra en la analitica visual de fotografias y video en linea. También se incluye
el analisis cuantitativo de reacciones, como likes y compartidos. En las conclusiones se evallan
de manera critica los alcances de este estudio, dentro de los que se encuentran: su eficacia para
la apreciacion de conjuntos extensos de datos producidos en el contexto dindmico y fluido de las
redes sociodigitales, y la posibilidad de identificar patrones y recurrencias dentro de estos.

Palabras clave

Medios sociales; recopilacion de datos; procesamiento de datos; analisis automatico de textos;
visualizacion de datos.

Paakat: Revista de Tecnologia y Sociedad
Afio 10, num. 19, septiembre 2020-febrero 2021, e-ISSN: 2007-3607



Abstract

This work makes a systematic classification and description of digital techniques applied to the
study of data produced by users in social media. The institutional actors that produce and promote
them are identified, the available tools and their scope are evaluated, and examples of studies
that use them are presented. It Classifies the techniques according to the place they occupy in a
research sequence formed by four stages: data collection, cleaning, processing and visualization.
It focuses on both textual and image processing techniques. In the first case it addresses textual
analytics, network analysis and sentiment analysis, while in the second case it focuses on the
visual analysis of photographs and online video. The quantitative analysis of reactions, such as
likes and shares, is also addressed. In the conclusions a critical evaluation of its scopes is carried
out, among which are its effectiveness for the appreciation of extensive data sets produced in the
dynamic and fluid context of social media, and the possibility of identifying patterns and
recurrences in them.

Keywords
Electronic media; data collection; data processing; automatic text analysis; data visualization.

Introduccion

En la Ultima década ha surgido un fuerte interés por el uso de los contenidos
generados por los usuarios de las redes sociodigitales para la investigaciéon
social, lo que pone el acento en su doble funcién: por un lado, constituyen una
fuente primaria que permite estudiar las tendencias que la opinidn publica
expresa, en general, en las diferentes plataformas sociales, ademas de que
permiten comprender la compleja légica de las plataformas sociales como
nuevos medios de comunicacién (Rogers, 2009).

En este contexto emergen varios programas de investigacién, dentro de
los que se destacan la iniciativa de métodos digitales (Rogers, 2013; 2019) y la
iniciativa de estudios del software (Manovich, 2016). Ambas se enfocan en el
estudio de objetos digitales con métodos digitales, por lo que se ubican en la
interseccidn entre los estudios de medios y las ciencias informaticas.

En relacidén con analisis anteriores sobre las practicas y entornos digitales,
como la etnografia digital (Hine, 2004; 2015), estas metodologias mueven el
foco de estudio de las practicas de los usuarios a los objetos que estos producen
(Marres, 2017). Ademas de este desplazamiento, los métodos digitales suponen
la incorporacién de nuevos conceptos, habilidades y técnicas de investigacion.
Para Rogers (2009), el estudio de objetos digitales generados en la web debe
realizarse con métodos y técnicas digitales, relacionado con la légica del entorno
digital; por lo tanto, un cambio de métodos necesita de otro en las técnicas.

La implementacion de técnicas digitales para la investigacion social y el
desplazamiento desde las practicas hacia los objetos no representan
solamente un cambio de procedimientos, sino que significa, por un lado, la
posibilidad de entender la légica de las plataformas sociales y la manera en
gue estas modelan la expresidén publica y la cultura actual (Nieborg y Poell,
2018) y, por otro, la oportunidad de comprender las transformaciones que las
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innovaciones técnicas producen en el interior de las ciencias sociales al asumir
los retos de estudio y comprensién de nuevos objetos digitales. Para las
disciplinas sociales no académicas, como la mercadotecnia, la aplicacién de
técnicas digitales al anadlisis de datos no es nueva. Las técnicas analiticas
modelan gustos, decisiones y consumos en linea, por lo que es necesario para
la investigacion académica adoptar nuevos insumos que permitan entender
estas nuevas tendencias socioculturales.

Este trabajo efectla una clasificacion y descripcién sistematica de las
técnicas digitales aplicadas al estudio de datos producidos por los usuarios en
las redes sociodigitales, y evalla las herramientas disponibles y su ambito de
aplicacion. Consideraremos técnicas digitales a los modos de hacer que incluyen
herramientas digitales o software para el estudio de objetos digitales, sean estos
originados en la web o inicialmente analdgicos y luego digitalizados (Rogers,
2015). Clasificamos las técnicas por su funcidn en el proceso de investigacion:
para recolectar, procesar y analizar los datos.

Abrir la caja negra de las técnicas digitales

Con el proposito de sistematizar un panorama heterogéneo y dindmico, es
importante distinguir entre técnicas y herramientas. Las técnicas de
investigacién cientifica son procedimientos validados por la practica, orientados
generalmente a obtener y transformar informacion util para la solucidon de
problemas de conocimiento en las disciplinas cientificas (Rojas, 2011); estas
operan en un nivel conceptual, mientras que las herramientas trabajan en un
nivel concreto.

Respecto a las técnicas digitales, el software es el instrumento o
herramienta de la técnica. Las herramientas son programas de software,
algoritmos, desarrollados por una persona o un conjunto de estas; se
encuentran disponibles de forma publica o privada, dependientes de su contexto
de uso o aplicacion. Ademas, las técnicas pueden ser mas estables que las
herramientas. Una herramienta puede desaparecer, pero otras pueden
sustituirla. Generalmente, existe mas de una herramienta para una técnica. La
seleccion de la mas adecuada debera responder a un conjunto de parametros
entre los que se encuentran el ambito de su desarrollo, el tipo de licenciamiento,
la complejidad de su interfaz, entre otros.

Al basarse en la escritura de algoritmos complejos que escapan al
conocimiento de los cientificos sociales, las herramientas digitales son cajas
negras: dispositivos que procesan informacion de entrada y arrojan informacion
de salida, cuyo funcionamiento desconocemos (Latour, 1992). Si como
investigadores sociales optamos por emplearlas, sera necesario efectuar una
delegacion de practicas cientificas en terceros, sean estos algoritmos, interfaces
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web, software o programadores humanos; por esta razéon, Marres y Gerlitz
(2016) los denominan métodos de interfaz.

Actualmente, una cantidad de diferentes actores sociales intervienen en la
produccion de herramientas digitales para el analisis de datos; no todos ellos,
aunque si un numero significativo, pertenecen a las comunidades académicas.
Existen herramientas provenientes del marketing, la ciencia de datos o, incluso,
desarrolladas por las plataformas sociales que pueden usarse para la
investigacion social. En un sentido inverso, hay emprendimientos de origen
académico que se han transformado en empresariales, como el paquete de
visualizacion de datos Tableau, desprendimiento comercial de una investigacion
llevada a cabo en la Universidad de Stanford (Solomon, 2016).

Estas condiciones de produccién distinguen a la investigacion digital de los
métodos habitualmente usados en las ciencias sociales, en los que el
investigador es quien disefia sus instrumentos de recoleccidon y analisis de datos.
Una consecuencia de esta apertura es que se debe delegar parte de la
investigacion a un artefacto construido por terceros. Rogers (2009) denomina
reorientacion o repurposing al uso de herramientas con fines académicos que
no han sido especialmente disefiadas para la investigacion. Deberemos
considerar que cuanto menos conocimiento tecnoldgico demande la
herramienta, mayor sera el conocimiento que estemos delegando sobre ella.

Con el viraje de los estudios sociales y humanisticos hacia los objetos
digitales y digitalizados, diferentes centros de investigacidon universitarios
(varios de los cuales renovaron sus denominaciones como Media Lab o
laboratorios de medios) desarrollaron instrumentos de recoleccién, analisis y
visualizacion de datos. Estos fueron puestos, en mayor o menor medida, a
disposicién de las comunidades académicas. Varias de estas herramientas
recolectan, procesan y visualizan datos, y entregan un producto terminado que
combina los tres tipos de técnicas; existen otras que entregan datos y
metadatos en formatos planos. Los investigadores deberdn aplicar después
diferentes técnicas e instrumentos para organizar los datos, asignarles sentido
y contestar sus preguntas de investigacion.

Las técnicas digitales para la investigacion social han sido trabajadas
exhaustivamente en la literatura en inglés. Se destacan las sistematizaciones
sobre mineria textual de Moreno y Redondo (2016), las de analitica de datos de
Gandomi y Haider (2015) y el manual de métodos de investigacidon on-line
editado por Fielding, Lee y Blank (2016); sin embargo, la literatura en espafiol
es escasa. Este trabajo contribuye en esta direccion, al analizar las técnicas en
relacion con su funcidon en el proceso de investigacion.
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Una tipologia de técnicas digitales

Ante el escenario heterogéneo y cambiante en el que se presentan técnicas y
herramientas, no se trata de renunciar a la categorizacion, sino de trabajar sobre
multiples modos de clasificar instrumentalmente las técnicas digitales. En este
caso, nos centraremos en la funcion de las técnicas en el proceso de
investigacion, pero existen otras posibilidades: segun la materialidad del objeto
digital, las caracteristicas del software que se emplearda y la pertenencia del
objeto a una plataforma. La figura 1 organiza esta informacion, segun el lugar
gue ocupan en una secuencia de investigacién formada por cuatro etapas
secuenciales que abarcan la recoleccién, la limpieza, el procesamiento y la
visualizacion de datos.

Figura 1. Clasificacion de técnicas digitales
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Fuente: elaboracién propia.

El scraping como técnica de recoleccion de datos

El scraping es una técnica especifica del medio digital que permite la recoleccién
automatica de datos en linea. Es una de las técnicas mas representativas de los
métodos digitales actuales, ya que posibilita la investigacidn basada en datos en
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el medio digital (Marres y Weltevrede, 2013). Mediante esta técnica se recuperan
datos crudos que, si bien estan estructurados en el sitio web al que pertenecian
de manera original, necesitaran de una nueva organizacion para poder ser leidos
e interpretados y convertirse en informacion relevante para la investigacion
(Carvajal, 2013). Mediante la ejecucion de un software desarrollado para este fin,
y a partir del propdsito del estudio, podremos recuperar diferentes tipos de datos:
desde los que se encuentren en un informe en PDF para verterlos en una hoja de
calculo, un conjunto de imagenes publicadas en una red social, los tuits que se
hayan escrito sobre algun acontecimiento o los metadatos de un conjunto de
videos almacenados en YouTube.

Existen tres clases de scraping: el screen and interface scraping, el crawler
scraping y el API scraping (Elmer, 2015). El primero es el mas antiguo; se trata
de un método automatico usado para extraer datos que han sido disefiados para
ser vistos primariamente por humanos. El programa lee la pantalla y simula ser
un humano, y colecciona los datos interesantes en listas que pueden ser
procesadas de manera automatica (Fulton, 2014). Se basa en la extraccion de
datos del cédigo HTML visualizado en las interfaces de usuario, lo que significa
que los datos son formateados y personalizados para usuarios particulares.

Un ejemplo de screen scraping es el de la extensidon Bulk Media Downloader,
complemento montado sobre el navegador Firefox. Después de ser instalado, el
usuario puede bajar todos los contenidos que ve en su pantalla y almacenarlos
en su computadora. Pero como las busquedas en las plataformas sociales y los
sitios web son personalizadas, lo que el usuario recolecta es informacién sesgada
por su experiencia.

El crawler scraping extrae la estructura de un sitio web, ademas de los datos
que las bases de datos asociadas al sitio pueden contener. El tercer tipo de
scraping, habitualmente el mas utilizado, es el basado en consultas a las
interfaces de programacion de aplicaciones, conocidas como API (Application
Programming Interfaces). En este caso, los datos se encuentran estructurados
en una base de datos en funcion de los intereses de las plataformas que los
almacenan. Por este motivo, deberemos recurrir a las API; estas consisten en un
conjunto de algoritmos, funciones y procedimientos que ofrece una plataforma
para ser utilizada por otro software que solicitara informacién. Constituyen una
herramienta central en el proceso, ya que representan la capacidad de
comunicacién entre la base de datos de la plataforma que brinda la informacion
y el programa que la recolecta.

Si la plataforma no habilita su API para recolectar informacién, no podremos
obtener sus datos, al menos a través de esta. En general, las plataformas
habilitan sus API para que los desarrolladores independientes creen nuevas
aplicaciones para los datos, pero no para extraer informacién a fin de ser
analizada; por ejemplo, Facebook habilita sus API para la creacion de
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videojuegos, encuestas y aplicaciones de publicidad y marketing, pero no para la
exportacién de datos.

Limpieza de la base de datos

La limpieza de las bases de datos es un paso intermedio entre la recoleccién y
el procesamiento de datos. Implica tiempo y esfuerzo, pero es la base para
obtener un corpus que pueda manipularse y visualizarse correctamente. Una
base de datos limpia posee una estructura de datos clara, confiable y bien
organizada, de manera que podamos encontrarle sentido mediante una rapida
exploracion (Wickham, 2014).

La estructura de datos se corresponde con una organizacion semantica. En
una base de datos limpia cada columna es una variable, cada fila es una
observacion que contiene uno o mas valores, usualmente formados por nimeros
o texto, y cada conjunto de observaciones es una tabla. El orden de una base de
datos no forma parte de su estructura, pero hace mas facil explorar los datos
antes de procesarlos. El orden estandar ubica en primer lugar a las variables fijas
y en segundo a las variables numéricas; las variables relacionadas deben ubicarse
contiguamente vy las filas pueden ordenarse por la primera variable.

Existen problemas comunes en la limpieza de las bases de datos que pueden
ser resueltos con los programas usuales de almacenamiento de datos o con
software especializado; Open Refine (gratuito de Google), es el mas usado en esa
categoria.

Técnicas de procesamiento: analitica de datos

Una vez que hemos capturado los datos deberemos procesarlos para darles
sentido. La ciencia de datos denomina analitica a las técnicas usadas para extraer
sentido de la informacidn capturada (Gandomi y Haider, 2015). Otros autores del
mismo campo prefieren la denominacion de mineria de datos (Han, Kamber y Pei,
2011). Ambas nociones incluyen el analisis de cualquier tipo de bases de datos,
por ejemplo: gubernamentales, comerciales, empresariales y académicas.
Aunque no han sido originadas en el campo, estas denominaciones han sido
adoptadas por la investigacidon social. Segun el tipo de dato que tratan, se
clasifican en analitica textual, de audio, de imagen, de video, de redes sociales y
analitica predictiva.

a) Técnicas de analitica textual

La denominaciéon de analitica textual o mineria textual proviene de la ciencia de
la computacién y es una derivacién del concepto de mineria de datos. Desde la

Paakat: Revista de Tecnologia y Sociedad
Afio 10, num. 19, septiembre 2020-febrero 2021, e-ISSN: 2007-3607



ciencia de datos, Gandomi y Haider (2015) y Moreno y Redondo (2016) la
definen como el descubrimiento de nueva informacién extraida
automaticamente de diferentes fuentes escritas. Para realizar este proceso se
emplean programas y algoritmos que efectian diversas operaciones sobre los
textos, a las que los autores denominan técnicas de analitica textual. Este
procedimiento es descrito como la transformacion de informacion
desestructurada y cualitativa a informacion estructurada y cuantitativa. El
desarrollo de procesamiento de lenguaje natural ha avanzado mucho en los
ultimos anos, y el contenido producido por los usuarios en las redes es un area
de especial interés para su estudio.

La literatura especializada menciona entre las principales técnicas la
extraccion de informacion, el resumen de textos, las respuestas a preguntas
formuladas en lenguaje natural (Gandomi y Haider, 2015), el analisis de
contenido (Popping, 2016), el analisis de sentimientos (Paltoglou y Thelwall,
2012) y la mineria visual de datos (Moreno y Redondo, 2016). De estas, las tres
ultimas son las empleadas en el andlisis de objetos producidos en las
plataformas sociales.

Popping (2016) define el analisis de contenido como la reduccién de un flujo
de texto desestructurado y cualitativo a un conjunto de simbolos manipulables y
cuantitativos para realizar una inferencia valida del texto hacia su contexto. Estos
simbolos representan, en general, valores de presencia, intensidad y frecuencia.
Una de las formas basicas del anadlisis de contenido es la que analiza con qué
frecuencia una palabra aparece dentro de un texto (Robichaud y Blevins, 2011),
y es mayormente utilizado en los estudios basados en datos. El recuento de
palabras es una técnica simple, pero parece brindar resultados relevantes en el
caso del analisis de los objetos textuales de la web social. Esto puede deberse a
que los posteos en las redes sociales suelen ser breves, simples y carentes de
complejidades discursivas (Paltoglou y Thelwall, 2012). Underwood (2013)
considera que la técnica es simple y efectiva; si bien se centra en la unidad mas
simple del lenguaje, la palabra, esta es por si misma un elemento linguistico de
suficiente complejidad.

Moreno y Redondo (2016) destacan la capacidad de la mineria visual para
colocar grandes cantidades de datos en una jerarquia visual, un mapa o un grafico
gue puede ser inspeccionado de modo interactivo. Esto puede ser Util para
explorar un gran nimero de documentos y relaciones entre tdpicos y temas. Un
ejemplo de esta categoria son las nubes de palabras, los graficos de arbol de
temas o las redes de palabras. En este sentido, la categoria no es completamente
autonoma, ya que es la expresion visual de otro tipo de mineria textual: las nubes
de palabras manifiestan visualmente el analisis de frecuencia de palabras, asi
como los arboles tematicos lo son del andlisis de temas relacionados, y los
graficos de red implican la expresion entre al menos dos entidades que entablan
entre si alguna relacién.
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Voyant-Tools! es una de las herramientas de mineria visual mas famosas.
Fue desarrollada desde el afno 2003 por Stefan Sinclair y Geoffrey Rockwell (de
la Universidad de Alberta y McGill, respectivamente); es gratuita y de codigo libre.
Estd orientada a los andlisis académicos del ambito de las humanidades digitales
(Voyant Tools, 2018). Con los afos, ha incorporado nuevos modulos cuyas
funcionalidades complejizan la inicial de analisis de frecuencia de palabras. El
entorno completo actual incluye analisis de tépicos, graficos de red y burbujas,
analisis de frases, entre otras aplicaciones.

La herramienta comienza a ser empleada en diversas areas de la
investigacion social, no solamente en la que corresponde al analisis de medios
sociales. En el area de la economia, por ejemplo, Campos-Vazquez y Lopez-Araiza
(2018) la utilizan para comparar un conjunto de palabras que son usadas
frecuentemente, las cuales son extraidas de articulos publicados en las principales
revistas de economia en México, que contienen nociones utilizadas por un grupo
de economistas entrevistados acerca de las prioridades de la investigacién para
la economia mexicana (ver figura 2).

En el drea de la administracion del conocimiento, Cortés (2018) la emplea
para examinar comparativamente los enunciados de misidn de numerosas
universidades alrededor del mundo. Desde las humanidades digitales, Lacalle y
Vilar (2019) la aplican a un corpus de revistas académicas sobre literatura a fin
de identificar las tematicas mas estudiadas. En el analisis de medios sociales,
Sued (2018) la usa para identificar redes semanticas entre las palabras mas
frecuentes que se utilizan en las descripciones de un conjunto de fotografias
publicadas en Instagram.

Paltoglou y Thelwall (2012) denominan analisis de sentimientos al proceso
automatico que determina si un segmento de texto contiene expresiones
emocionales o subjetivas, si hay polaridad positiva o negativa. Creada en la
década de 1990 para procesar las valoraciones que clientes y criticos realizaban
a productos de venta en linea, en los ultimos afios gand mayor importancia, a
partir del interés en el analisis de los contenidos publicados en blogs y redes
sociales.

En el contexto de las plataformas sociales, el analisis de sentimientos se
orienta a identificar si las interacciones contienen expresiones de estados de
animo y si expresan sentimientos positivos (como entusiasmo o alegria) o
negativos (como desacuerdo o ironia). Se basa en clasificadores de léxico que
estiman el nivel de valencia emocional en orden de realizar una prediccion. Los
clasificadores se almacenan en diccionarios que pueden ser producidos
automaticamente o creados por los usuarios. El software lee textos y usa un
algoritmo para producir una medida estimada del contenido de sentimientos.
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Figura 2. Comparacién entre palabras mas frecuentes en articulos académicos y
economistas consultados

a) Resumenes de articulos académicos b) Economistas consultados
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Fuente: Campos-Vazquez y Lopez-Araiza (2018). Imagen reproducida con autorizacién del autor
y la editora.

El principal problema de su aplicaciéon a los contenidos de las redes
sociales es que las interacciones, principalmente en los temas politicos vy
controversiales, suelen contener ironia y sarcasmo. Estas formas son dificiles
de identificar por los algoritmos (Thelwall, 2017), por lo que su uso no
controlado podria llevar a resultados erréneos. Otro problema es el
reconocimiento del idioma, ya que la mayoria de ellas se desarrollan para el
inglés, lo que presenta un problema al reconocimiento automatico de las
estructuras en espafiol y otros idiomas.

b) Analisis visual de redes

Visualizar e interpretar fendmenos como redes es parte de las culturas
digitales actuales, estructuradas como espacios de interaccién donde la
informacion fluye y se comparte sin orden ni jerarquias aparentes. A la
estrategia general de investigacion disefiada sobre la base de estructuras de
red se le denomina andlisis visual de red (AVR). Los graficos de red develan
relaciones entre elementos que aparentemente se encuentran dispersos
(Venturini, Jacomy y Pereira, 2015).

El AVR se centra en dos rubros esenciales: los nodos y las aristas. Los
primeros son las entidades que se relacionan entre si; las segundas son los
elementos que construyen las relaciones. Ademas, pueden caracterizarse segun
su peso o importancia en la red. Los nodos que establecen mas relaciones con
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los demas, por ejemplo, los mas retuiteados por otros, pueden verse mas
grandes, mientras que las aristas, como los tuits mas retuiteados pueden verse
mas gruesas (Goldbeck, 2013).

Venturini, Jacomy y Pereira (2015) identifican tres elementos basicos para
la interpretacién de graficos de red: la posicién de los nodos, el tamafio y el
color. Esta ubicacién es asignada por alguno de los algoritmos de espacializacién
incluidos en la interfaz de usuario. Los mas comunmente usados son los de
vector-fuerza, que organizan los nodos en el espacio y minimizan los cruces de
aristas, colocando cerca a los nodos que poseen mas conexiones entre si, lejos
de los que poseen menos conexiones, y en la periferia del grafico a los
desconectados. Asi la mayoria de los graficos revelaran regiones en las que
muchos nodos se ensamblan y otras casi vacias. Estas proximidades y lejanias
que construyen zonas de desigual densidad son reveladas de manera
automatica por los algoritmos de espacializacion.

Las zonas de mayor aglomeracidn constituyen los clusteres de la red. Las
espacializaciones, opuestas a los clusteres, se llaman hoyos estructurales o
structural holes; su presencia indica desconexién entre clisteres, mientras que
su ausencia puede ser interpretada como signo de una oposicion. El tamafio del
cluster se define de acuerdo con los nodos que contiene, y su densidad a partir
de la cantidad de aristas que vinculan a los nodos. Cuanto mas denso es un
cluster, habrd mayor cohesion entre sus miembros. Los clisteres son mas
apretados cuando contienen muchas aristas y mas sueltos cuando contienen
pocas; en estos ultimos, lo interesante no es lo que une a los nodos, sino lo que
los separa de los clusteres apretados y aflade distancias entre ellos. Ademas de
los clusteres, los nodos y las aristas también pueden tener diferente tamano;
este depende de la cantidad de aristas que generan o reciben; los mayores se
consideran las “autoridades” de la red.

Los colores representan operaciones de clasificacion de nodos, las
comunidades, clusteres o agrupamientos entre nodos que pueden encontrarse
en una red, la cual es determinada por el algoritmo de modularidad. Cuanto
mas se acerca a 1 el coeficiente de modularidad, mas estructura de
comunidades contiene la red (Blondel et al., 2008). Existen varios algoritmos
embebidos en la interfaz de Gephi que miden las relaciones entre nodos y
enlaces; aqui hemos planteado los esenciales para producir e interpretar
graficos de red.

En el estudio de Twitter, el AVR se ha usado especialmente para modelizar
las conversaciones entre usuarios a través de retuits y menciones; se
consideran los primeros como nodos y los segundos como aristas. Al aplicar el
algoritmo de centralidad se identifican los usuarios centrales de la red, quienes
pueden ser tanto los que mas tuitean como los que son mas retuiteados.
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El AVR hace visible quiénes son los que mas conversan en las redes, cuanto
lo hacen y con qué otros usuarios lo hacen; lo que no identifica es qué se
conversa. Si la discusion deriva en una disputa de sentidos y de influencias
sobre las agendas mediaticas, se vuelve necesario saber no solamente quiénes
son los que ejercen la influencia y en qué direcciones se esparcen, sino también
qué sentidos se construyen.

En la investigacién sobre plataformas sociales, varios estudios de caso han
usado AVR. En la investigacion social tradicional se habia aplicado al estudio de
los movimientos sociales no virtuales, y después se incorporé en los que
suceden en linea. Tremayne (2014) analiza el movimiento Occupy Wall Street
ocurrido en Nueva York en 2011. En México, Monterde et al. (2015) lo aplican
al caso mexicano #yosoy132; Reguillo (2017) lo emplea para reflexionar sobre
los movimientos sociales 2.0; Pedraza y Cano (2019) lo usan para realizar un
mapeo de organizaciones feministas a partir de los datos recolectados en
Facebook; con el formato novedoso del laboratorio de medios, el Signa_Lab?
del ITESO lo utiliza para estudiar la conversacion publica sobre temas de la
coyuntura politica.

Otra manera de implementar el AVR es aplicandolo a hashtags
concurrentes (es cuando dos o mas hashtags se encuentran en una misma
publicacion). Si se entiende que estos son macrotérminos que cristalizan y
sintetizan los discursos, el analisis de redes se combina, en este caso, con el
analisis textual de contenido, y agrega un componente que permite obtener la
variedad de temas que se tratan en un conjunto de publicaciones (Borra &
Rieder, 2014).

El uso de hashtags concurrentes es mas habitual en Instagram que en
Twitter. Sued (2018) lo usa para graficar una red entre hashtags que concurren
de un conjunto de 400 fotografias de la ciudad de México publicadas en
Instagram, lo que permitié determinar, mediante la concurrencia, diferentes
clusteres tematicos para las imagenes (figura 3).

c) Técnicas de analitica visual

A pesar de que las plataformas sociales estan repletas de imagenes, la cultura
visual no ha sido un objeto central para los estudios digitales, en especial sobre
lo que hace al experimentar y difundir metodologias relacionadas con el estudio
de tematicas y estilos vinculados a plataformas (Highfield y Leaver, 2016).

El concepto de analitica visual, renombrado por Manovich (2009) como
analitica cultural, refiere al estudio de las imagenes creadas y subidas por
individuos en plataformas de fotografia compartida como Instagram, Flickr,
Pinterest, Tumblr e, incluso Facebook y Twitter (Niederer y Taudin, 2015). La
publicacion masiva de imagenes que ocurre en estas plataformas representa un
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cambio de escala en la cultura visual contemporanea y una resignificacion tanto
del concepto de fotografia como de sus modos de produccidn, circulacién vy
consumo (Fontcuberta, 2011). La analitica visual estudia imagenes estaticas y
dindmicas, siempre a gran escala. La cantidad de objetos estudiados es
importante porque permite identificar patrones y regularidades con mayor
facilidad.

Figura 3. Red de cohashtags en #cdmx

detign

i

Fuente: Sued (2018).

Nota: clisteres por color. Verde claro: ciudades globales. Rosado: moda, estilos de vida, arte y
decoracion. Verde oscuro: arte urbano, grafiti y turismo local. Celeste: comidas y bebidas.
Naranja: turismo, viajes y colectivos de Instagram globales. Turquesa: turismo local y colectivos
de Instagram locales.

El programa de procesamiento de imagenes Image-] es el instrumento
usado por la fase técnica de la analitica cultural. Image-] es de cédigo abierto
y fue desarrollado por el Instituto Nacional de Salud de Estados Unidos,
readaptado para su uso en el ambito de las humanidades digitales y el estudio
de medios mediante la extensién Image Plot. El programa actla en dos fases:
en la primera realiza una medicién de valores de brillo, saturacién y tonalidad
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de las imagenes; en la segunda reconstruye las imagenes en un montaje o
collage, las transforma en miniaturas y las organiza segun la medida o variable
que el usuario elija.?

En estos montajes o collages se pueden identificar patrones estéticos de
color, brillo y saturacion. Aunque existen modos de producir montajes de
acuerdo con categorias de contenido previamente determinadas, los alcances
de la propuesta se limitan a la identificacion de patrones estéticos y, en
ocasiones, temporales. Otras herramientas de uso mas simple pueden ofrecer
prestaciones similares, por ejemplo Image Sorter.*

Existe un articulo paradigmatico sobre el uso de la analitica cultural en el
estudio de medios sociales escrito por Hochman y Manovich (2013), en el que
se comparan los valores visuales de millones de fotografias correspondientes a
trece ciudades, publicadas en la plataforma Instagram. Un estudio mas reciente
es el de Pearce et al. (2018), quienes emplean en su analisis multiplataformas
del contenido generado por usuarios sobre el cambio climatico.

La figura 4 muestra un montaje fotografico realizado con la herramienta
Image Sorter (Berthel, 2006), compuesto por 1 203 imagenes recolectadas del
hashtag #parisagreement de Instagram. En el montaje, las imagenes se
organizan por color, lo que permite al investigador identificar clisteres
homogéneos; por ejemplo, el grupo de imagenes blancas representa a las
cientificas, mientras que el grupo donde predomina el rojo representa a las de
la investigacion empirica que alertan sobre los peligros del cambio climatico.
Las imagenes de mayor tamafo son las mas compartidas en varias plataformas.

Ademas de la analitica visual, Rose (2016) menciona otra técnica
importante para el analisis de grandes cantidades de imagenes: el analisis de
visual contenido, que posee una base cuantitativa desarrollada originalmente
para el analisis de textos verbales. Consiste en la cuantificacion de un universo
de fotografias que puede ser clasificado en categorias a partir de un
procedimiento de etiquetado manual, en el cual el analista es quien determina,
de acuerdo con sus preguntas de investigacioén, las categorias correspondientes,
y después se encarga de etiquetarlas y registrar el procedimiento en un archivo
gue, en una segunda etapa, pueda ser presentado como un analisis claro de
frecuencia de categorias.

Los avances realizados en los ultimos tres afios en el campo de la visidon
computacional han permitido el desarrollo y la comercializacidon de programas
de clasificacién automatica de contenidos (Sightengine, 2018). El propdsito de
esto es que las computadoras puedan entender el mundo al extraer informacién
util de las senales digitales para llevar a cabo razonamientos complejos (Wang,
Komodakis y Paragios, 2013). Los sistemas de vision computacional aplicada al
reconocimiento de imagenes se basan en algoritmos que emplean la técnica de
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deep learning para el reconocimiento de imagenes. Tres principales empresas
tecnoldgicas como Google, Amazon y Microsoft han desarrollado Vision APIS a
las que se puede obtener un acceso gratuito por tiempo y funcionalidades
limitadas; sin embargo, el manejo de la interfaz aun es complejo para grandes
colecciones de datos (Vitale, 2015).

Figura 4. Montaje fotografico: 1 203 imagenes publicadas en Instagram,
#parisagreement
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Fuente: Pearce et al. (2018). (Disefio de imagen: Federica Bardelli, Carlo
Mauri, reproducida con permiso de autores y editores.).

El analisis del video on-line es una posibilidad interesante para la
comprension de la cultura participativa y sus vinculos con las practicas sociales
y culturales, principalmente porque la API de YouTube se encuentra disponible
para la recoleccion de informacion, lo que posibilita llevar a cabo una analitica
de datos y metadatos. En un trabajo en el que se analiza cuantitativa y
cualitativamente la cultura participativa que se construye en esta plataforma,
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Burgess y Green (2018) disenan una metodologia mixta para el video on-line.
Los autores realizan una lectura distante basada en un corpus de 4 320 videos
recolectados durante tres meses de 2007.

La metodologia no consiste en mirar los videos uno a uno como en una
lectura cercana; por el contrario, la propuesta radica en la construccion de una
base de datos con los metadatos de los videos. A partir de su analisis, los
autores realizan una interpretacion de las practicas de las culturas participativas
en YouTube, lo que sitla su mirada en una tipificacion de los productores de los
videos, asi como en las diferentes maneras en las que los usuarios expresan sus
reacciones ante estos, y distinguen entre las acciones de mirar, comentar y
compartir un video.

d) Métricas de reacciones

Las métricas de reacciones se definen como las maneras de medir la recepcidn
y la circulacién de una publicacion en las plataformas sociales. Se basan en los
indicadores de recepcion de los usuarios, como los like, comentarios,
compartidos, clics a una direccidn web o la cantidad de visualizaciones de un
contenido. Estos objetos se presentan, generalmente, con un valor numérico
gue puede asociarse a una reaccion afectiva (como en el caso de Facebook), y
reciben, por lo tanto, un tratamiento cuantitativo que responde a la ldgica de
seleccidon de publicaciones de las plataformas; en esta no seria relevante la
pregunta sobre quiénes vieron o comentaron determinado contenido, sino
cuantas personas lo vieron, a cuantas les gustd, o cuantas veces se compartio.

La literatura proveniente del marketing y los negocios digitales se refiere
a las reacciones con el término inglés engagement; que, en estas areas, no es
tanto signo de compromiso del usuario como un indicador de éxito de una
estrategia de comunicacion en linea. En este sentido, el maximo compromiso
implica que el usuario se involucre con la publicaciéon de un modo que afecte su
vida fuera de linea; por ejemplo, que decida visitar un lugar turistico a partir de
las imagenes que vio en una red social; y un nivel minimo es que solamente
haya visto la fotografia.

La investigacion en métodos digitales entiende que la métrica de
reacciones es valiosa para comprender las interacciones en los medios
sociales, pero propone una reorientacion que consiste en identificar qué nivel
de interés social presentan los usuarios sobre un asunto determinado y cémo
se expresa y construye ese interés en términos de conversaciones y
conexiones entre usuarios.

Rogers (2018) destaca el aspecto de productividad social de las redes en
relacion con la construccién de redes de influencia que justifican la necesidad
de estudiarlas en términos de engagement. En linea con la propuesta general
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de los métodos digitales, entiende la publicacién de contenidos sociales como
un espacio donde se expresan diferentes asuntos sociales. Este aspecto se
destaca en el uso de las redes para el activismo social al influenciar agendas o,
en términos politicos, al incidir sobre el pensamiento de los ciudadanos.

Gerlitz y Helmond (2013) realizan un analisis de reacciones a partir de los
intercambios simbdlicos que suceden entre los usuarios y las plataformas que
las llevan a formular una economia del l/ike; mientras que para los primeros el
like tiene un valor afectivo, para las segundas presenta un valor comercializable
en cuestién de marketing y consumo personalizado. Por lo tanto, las plataformas
promueven el uso del like. De acuerdo con la légica de esta economia, las
estrategias de publicacién de los usuarios se orientan a lograr visibilidad vy
reacciones, en una manera de operar que se reproduce en las plataformas
sociales.

La cantidad de reacciones que recibe un post puede recolectarse mediante
la técnica de scraping de API o, si se trata de un objeto digital como un articulo
periodistico puesto a circular en redes sociales, pueden emplearse herramientas
de monitoreo social; por ejemplo, Crowdtangle > permite monitorear las
reacciones de los enlaces que circulan en Facebook y Twitter.

Técnicas de visualizacion de datos

La produccién de una visualizacién consiste en codificar informacidon en un
conjunto de elementos basicos como el tamafio, la forma, el color y la posicién
de cada uno de los items que la forman (Cairo, 2018). El autor identifica tres
elementos bdasicos en una visualizacidon: un marco, una o mas codificaciones
visuales y anotaciones. Las codificaciones visuales son los elementos mas
importantes y también los mas dificiles de utilizar, estos pueden ser: el alto y
el ancho de los elementos, su posicion, los colores y sus variaciones tonales, el
area, el grosor de las lineas, entre otros.

A los efectos de las técnicas revisadas en este articulo podemos considerar
gue las etapas de procesamiento y visualizacidn se combinan en varias de ellas.
Esto es lo que sucede con las nubes de palabras que produce la mineria de
textos, con los montajes fotograficos que resultan de la analitica visual y con
los grafos que elabora el AVR. En otros casos existe un software que visualiza
datos, por lo general cuantitativos (pero no exclusivamente) en graficos. Hay
diferentes tipos: graficos de barras, de lineas, de pastel, de area, diagramas de
Gantt, entre otros. Los mapas que incluyen informacion extra geografica y se
producen con fines especificos también se consideran graficos.

Se cuenta con varias herramientas para la elaboracion de graficos. En
general, pueden desarrollarse con las herramientas graficas de las planillas de
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calculo comunes. Ademas de estas, el paquete comercial de Tableau Software®
es utilizado frecuentemente, asi como la aplicacién RawGraphs,” disenada por
Density Design Lab del Politécnico de Milan; funciona en linea, es de cddigo
abierto, gratuita y empleada en el ambito académico. Combina los tipos de grafico
estandar con estilizaciones basadas en el disefo grafico de cada una de ellas.

Otro emprendimiento académico es Wrangler,® disefiado por el grupo de
visualizacion de la Universidad de Stanford, utilizado en el drea de periodismo
de datos; también se encuentra disponible en linea, no es de cédigo abierto y
generd un emprendimiento comercial de visualizacién llamado Trifacta. En
cuanto a la produccion de graficos basados en modelos, la extension para
navegadores Draw.io® es gratuita y de uso simple.

Conclusiones. Alcance y limitaciones de las técnicas digitales

Este articulo revisé un repertorio de técnicas digitales para el estudio de
contenidos generados por los usuarios en las redes sociodigitales. Consideradas
en su produccién, diferentes ambitos, actores académicos y no académicos han
desarrollado técnicas y herramientas para el tratamiento de datos producidos
en estas redes. Si las técnicas y herramientas provienen del marketing digital o
el entorno empresarial, pueden ser reorientadas hacia la investigacién
académica. En el sentido inverso, herramientas digitales que se generaron en
el entorno universitario pueden instalarse después en contextos extra
académicos; sin embargo, por ser el software su materialidad constituyente, es
necesario saber que estas herramientas funcionan como cajas negras: por un
lado, el investigador, quien no es el creador sino el usuario, delega en ellas una
parte del conocimiento sobre su funcionamiento y, por otro, debe limitarse a
tratar la informacidn que la herramienta recolecta.

Las técnicas digitales reciben diferentes modos de clasificacion: segun el
lugar que ocupan en el proceso de investigacion, en las técnicas de recoleccion,
de limpieza, de procesamiento y de visualizacién; ademas, pueden distinguirse
segun el tipo de objeto a analizar: texto, imagen, video o reacciones. En la etapa
de recoleccion de informacién, la técnica de scraping permite recolectar y
estructurar conjuntos de datos desestructurados y formar un corpus de objetos
qgue luego puede tratarse con una o mas técnicas. Durante el procesamiento de
la informacién, segun la bibliografia analizada y los casos considerados como
ejemplos de uso en este trabajo, las técnicas digitales presentadas resultan
eficientes para explorar de modo cuantitativo conjuntos extensos de datos.
Estas técnicas se vuelven necesarias para visibilizar las variaciones vy
recurrencias en los conjuntos de datos, permiten identificar patrones vy
tendencias a los que puede asignarse una interpretacion.
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Si la funcién fundamental de una técnica es operar sobre un conjunto de
datos para extraer informacion de ellos, las técnicas presentadas son eficientes;
aunque no todas poseen la misma capacidad de acceso y uso. De las
presentadas en este trabajo, las técnicas de mineria textual y las de analitica
textual pueden llevarse a cabo mediante herramientas de uso simple que no
necesitan mayor capacitacidon para los investigadores; otras, como el analisis
visual de redes o la visidon computada, requieren de entrenamientos especificos
en el primer caso, y de trabajos interdisciplinarios con la ciencia de datos, en el
segundo. Futuros trabajos podran aportar, mediante diversos métodos al
conocimiento acerca de los tipos de técnicas digitales y sus contextos de
investigacion en Latinoamérica.
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