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Abstract

The discipline of economics has struggled to find a clear or well-established causal relationship between labor productivity and the real wage, despite the close statistical relationship and comovements that several studies report. The policy implications vary drastically depending on what causal link may exist between the two variables. Using conventional Granger causality tests and causality tests in a cointegration environment, with both annual and quarterly data for Venezuela, this article presents evidence showing that statistical causality runs from real wages to labor productivity, a finding which contrasts the orthodox thinking on the subject.
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1. INTRODUCTION

Over time economists have found various complex factors to explain changes in labor productivity. Smith (1776) became an undisputed success by highlighting the stellar role that the division of labor played in the free enterprise system while Ricardo (1817) and Marx (1867) took note of the influence had by machinery. Along with the potential effects that changes in the relative price of production factors can have on the mixture of capital and labor, there arose traits which were more neoclassical in nature. Other aspects, which nowadays are also considered as factors which influence the course of labor productivity, are the investment in next-generation equipment, acquisition of new knowledge, accumulation human capital and skills, along with information technologies.

Nevertheless, with regard to payment, or rather the incentive represented by real wages, economists have not found a clear or well-established relationship with labor productivity in spite of the close relationship reported between the two variables by many studies using statistical series. One only needs to remember how Kaldor (1961) established the constant wages’ share of the GDP, a stylized fact which implicitly assumes and entails a long-term relationship between labor productivity and real wages. This means it is necessary to look into whether there is a causal link between these two variables, the crux which has divided theoretical and empirical literature.

There is an orthodox approach stemming from neoclassical distribution theory which thinks of the link between these two variables as one, in which the payment of factors is governed by productivity. This point of view believes real wages are adjusted in response to changes in marginal labor productivity and that only increases in labor productivity justify increases in wages. Likewise, it believes that drops in marginal labor productivity should force a decrease in real wages. If in the latter scenario there are impediments or resistance to the decrease, the adjustment is carried out by means of employment. Moreover, in a world of greater or growing global trade, keeping real wages under control and linked to increases in productivity is essential to maintaining international competitiveness.

Opposing this orthodox perspective there are other alternative approaches which reverse the causality between labor productivity and wages. The space has proven to be fertile ground for a wide variety of theories where changes in real wages may well cause the following: changes in the effort made by the workforce, changes in the relative cost of factors that affect the ratio of capital to labor, or stimuli for investing in the latest capital and technological changes (which subsequently generate changes in productivity), or variations in demand which impact the supply of innovations.

In the case of Venezuela, Baptista (2005) makes an interesting observation of how close the evolution of real wages and labor productivity was between 1950 and 2004. During that period, productivity grew at an annual rate of 1.34% while real wages grew at a rate of 1.22%. However, the author makes note of the inverted U-trajectory that these variables had taken over time and shows that starting in 1977 the upward trend reverses, so that both productivity and wages continuously drop. The growth phase (1950-1977) corresponds to a period in which Venezuela's GDP per capita doubles; while the downward trend (1977-2004) corresponds to one in which the per capita GDP at the end of the period is 25% below the initial per capita GDP. Without going too deep into the matter, Baptista (2005, p. 106) notes that the labor market in Venezuela is dominated by a “fundamental relationship” where “real wage variations always, in all cases, are adjusted in response to variations in productivity.” A large part of this work’s objectives will be to find out whether this statement can be supported empirically.

As we will see later on in detail, there are numerous empirical studies that try to determine in which direction causality flows between the real wage and labor productivity; however, most of them are aimed at contrasting this relationship in developed economies. This work presents evidence, with annual
and quarterly data from both series for Venezuela, showing that the flow of causation goes from real wages to labor productivity.

Including the introduction, the study is divided into five parts: the second section presents a brief summary of the theoretical debate. The third presents empirical evidence reported by previous studies. The fourth section of the work uses the conventional Granger methodology (or test), as well as Granger's causality contrast in a cointegration environment to determine, with annual and quarterly statistical series, the flow of causation that the data shows for the Venezuelan economy. The study concludes with a few brief comments.

2. THEORETICAL DEBATE

Economic theory finds various explanations linking labor productivity to real wages. These explanations can in principle be divided into two groups: orthodox, or conventional theory that attempts to explain changes in real wages as a result of changes in labor productivity, and certain alternative theories which seek to reverse this causality by explaining changes in labor productivity as the result of changes in real wages. In truth, these theories differ not only in the order in which they establish causality between these two variables, but also in the mechanisms that explain this relationship.

The first explanation of the relationship between these two variables comes from orthodox microeconomic theory that establishes that the relationship between wages and productivity is through the labor demand curve, given the state of technology, the price of inputs, and the market price of the good produced. This approach is based on Clark’s early studies (1899) summed up in his well-known work *The Distribution of Wealth*, according to which “under perfect conditions of competition, wages for all kinds of work tend to match the product which can independently be attributed to the work” (Ferguson and Gould, 1980, p. 372). Clark considers that this principle of marginal productivity determines wages. Thus, from a position of imbalance, if marginal labor productivity is higher than the real wage, companies would consider it profitable to hire more labor and put pressure against wage increases (and against a drop in labor productivity due to decreased output). Conversely, if marginal productivity is less than wages, companies will find it profitable to reduce labor, thereby generating downward pressures on wages (and upward on marginal productivity). The mechanism thereby creates a simple stability dynamic towards equilibrium.

The principle where wages are governed by productivity is so ingrained that it is not uncommon to find it in literature analyzing the labor market in developing and less developed economies. An influential study on productivity in Latin America, published by the Inter-American Development Bank (Banco Interamericano de Desarrollo [BID], 2010) describes the vicious cycle of labor productivity in the region by imposing order in this relationship in the following manner:

As less productivity results in lower real wages, it is understandable that governments try to improve workers’ standard of living with more social programs, especially for those in the informal sector. This, in turn, further widens the gap between the cost of formal and informal employment and results in more self-employed individuals and microenterprises that do not offer their workers health insurance. This trend generates more low-productivity jobs, reduces the labor supply for the most productive formal enterprises, and prevents real wage increases (BID, 2010, p. 14).

In its very recent *World Economic Outlook* report for 2017, the International Monetary Fund (IMF) analyzes the slow dynamics in global wage levels and summarizes this problem by noting:

Conversely, as productivity growth weakens, all else equal, profitability declines, along with firms’ ability to accommodate wage increases for their existing workers or their willingness to attract new workers with high wages. Thus, wage growth tends to weaken as productivity growth slows (International Monetary Fund [IMF], 2017, p. 75).

So, from the conventional perspective, the link that can be established between wages and productivity has been defined by a relationship where wages are governed by labor productivity. Among the most important policy implications arising from this vision is the impossibility of fostering wage increases which will not adversely affect employment levels if they are not linked to prior increases in labor productivity. On the other hand, regarding trade and positioning in the global economy, keeping real wages under control and tied to increases in productivity is essential to maintaining international competitiveness.

However, approached with a different logic, it is worth asking whether it is not wage increases that put pressure on productive units to increase productivity and remain competitive. There are, in fact, alternative approaches to orthodox economic theory that find it feasible to reverse the causality established between wages and labor productivity. In this setting, one can see a large set of arguments which point to and justify that increases (reductions) in real wages can have a positive (negative) impact on, and move, labor productivity.

Storm and Naastepad (2007) take on the well-known argument that arises from “efficiency wages” theories which argue that labor productivity depends positively on wage payment by increasing workers’ efforts when they are faced with a higher opportunity cost due to job loss. What happens when a worker is promoted, with a higher salary than they can earn in another job, is they try even harder to avoid being fired (Gordon, 1994). Others, such as Weisskopf et al. (1983), simply point out that substantial improvements in wages will result in greater effort and in workers cooperating to increase their productivity. Nevertheless, this relationship between wages and effort in efficiency wage models is not linear (marginal effort decreases with wages), which limits the impact which wage increases can have and leads companies to seek an optimal wage that minimizes efficient working hours (and does not exceed the market wage). Soo Khoon (2009) notes that economic effects along the lines of wage efficiency occur when increasing wages reduces the likelihood of workers quitting, allowing firms to retain a more experienced and productive human capital. On the other hand, there are those who emphasize a non-economic effect, estimating that when companies and employees operate under the restrictions of fairness, an increase in workers’ real wages will have a positive effect on labor productivity, as workers’ commitment to the company increases (Akerlof, 1982). Along these lines, Storm
and Naastepad (2007) indicate that a firm which establishes wages below what is perceived to be a fair wage will in turn receive a lower level of effort from its personnel.

However, there is other literature which presents the relationship between real wages and labor productivity by calling upon the substitution effect between labor and capital goods. Veerger and Kleinknecht (2011), for example, point out that in achieving maximum profits, increases in wage costs lead firms to replace labor with capital until marginal labor productivity equals real wages. This adjustment will without a doubt be reflected in an increase in marginal labor productivity. Different authors agree with this vision. For example, Gordon (1987) and Sylos-Labini (1983) justify the relationship between real wages and labor productivity in this manner.

Sylos-Labini (1983), in particular, calls this substitution effect the “static effect” had by changes in wages on productivity, and argues that, given the technology and organization of the production process, variation in wages with respect to the price of capital goods generates a change in the ratio of labor to capital goods that subsequently leads to changes in factors’ productivity. He also engages a “dynamic effect” linked to the adoption of new technologies, in which varying relative wages stimulate technological and organizational changes; such dynamic substitution implies relative savings in the work factor. Along these lines, Marquetti (2004) starts with the hypothesis that changes in real wages pressure and reward businesses for finding and adopting new techniques with higher labor productivity, a stance quite similar to that proposed by Marx (1867) in Capital on how increases in wage costs constitute an incentive for technological progress.

Increases in labor productivity, induced by wage improvements, can be thought of as the effect of adopting new capital. According to Madsen and Damania (2001), if wages increase and thereby bring about greater investment in fixed capital, the mere creation of a new generation of capital allows one to use the work factor in a more productive and efficient way. In a very similar vein, Veerger and Kleinknecht (2011) point out that more aggressive wage policies, adopted by trade unions and employers, will incentivize and bring about a much faster replacement of old capital with the next-generation, making the work factor much more productive.

Also, from a Schumpeterian perspective, Veerger and Kleinknecht (2011) point out that the process of creative destruction is accelerated within a context of higher real wages, which makes innovators take greater dominance of the market, thanks to the monopoly profit of their products and to a type of production process knowledge that create barriers to entry. Expelling less innovative businesses from the market results in an increase in average labor productivity at the industry level.

When wages change, there can likewise be an innovation effect thanks to demand, according to Schmookler’s demand-pull theory (1966). As wages rise, effective demand rises through consumption, and increased demand for goods and services means more innovative activity. Therefore, a wage cost reduction strategy that leads to a drop in effective demand can impede the innovation process and labor productivity growth. Veerger and Kleinknecht (2014) remind us how similar this relationship between demand and productivity is to Schmookler’s thesis, using the so-called Kaldor-Verdoorn Law. If a wage hike does cause a pull between demand and production, the Kaldor-Verdoorn mechanism would intervene to promote productivity gains through rising yields.

### 3. EMPIRICAL EVIDENCE

But what does the collected empirical evidence say about the causal relationship between real wages and labor productivity? Most known studies are aimed at contrasting this relationship in developed economies. Nayaran and Smyth (2009), for example, do so for the G7 economies (Canada, France, Germany, Italy, Japan, the United Kingdom and the United States) by looking at the contrast of unitary roots and cointegration in a panel data framework for the period of 1960-2004. The authors find that there is a single cointegration vector where productivity is the endogenous variable. The Fully Modified Ordinary Least Squares (FMOLS) estimator applied to the panel indicates (with the exception of the Canadian economy) that a 1% increase in real wages leads to an increase in labor productivity between 0.4 and 1.4%. Veerger and Kleinknecht (2011 and 2014) likewise use endogeneity-controlled panel data for 19 and 20 countries, respectively, in the Organisation for Economic Cooperation and Development (OECD) for the period of 1960-2004. These authors find in both endeavors that a change of 1% in the real wage’s growth rate produces a change in the range of 0.35-0.46% in labor productivity growth. Storm and Naastepad (2009) carried out the study for a group of 20 OECD countries during the period of 1984-2004, and found that the impact is approximately 0.3%. Madsen and Damania (2001) meanwhile use a cross-sectional data pool and time series for the manufacturing industry in 22 OECD countries and estimate a positive impact had by real wages on capital and labor productivity. Hein and Tarassow (2009) employ annual time series (1960-2007) for six OECD countries (Germany, France, the Netherlands, Austria, the United Kingdom and the United States) and in their regressions, using other control variables, find changes in real wages have a positive impact on productivity. The impact (depending on the economy) was found in the range of 0.54 to 0.23%.

One work that stands out among the studies for individual countries is that of Weisskopf et al. (1983) which uses annual data from the U.S. non-agricultural private sector for the period of 1948-1979 and finds, in time series regressions, that changes in labor productivity are influenced by wages, among other variables. At the same time, Sylos-Labini (1983) presented a study for the United States (1952-1981) and the Italian economy (1962-1980) where they use time series data for the economy as a whole and for the industrial sector in particular, thus corroborating the hypothesis of labor costs’ impact on labor productivity. Lucidi (2008) uses micro-data at the business level, acquired from the Italian Institute for Vocational Training, and attempts to replicate the Sylos-Labini specification (1983), finding for the Italian business sector an elasticity of labor productivity to labor costs that is positive and lower than the unit. While using annual time series data for Australia (1970-2001), Valadkhani (2003) acknowledges wage growth has a positive effect on productivity growth with a short-term elasticity of 0.22 in an error correction model. Upender and Sujan (2008) use aggregate data for India’s industrial sector and find, for the period of 1980-2005, a cointegration vector for average real wages and average labor productivity. An error correction model reveals that in the short term the elasticity of productivity to changes in real wages is 0.73. Yusof (2008) is among the few to have carried out a...
study using quarterly data (Q1 1992-Q3 2005), in this case for economy in Malaysia. The study finds a long-term relationship between labor productivity, employment and real wages. However, results stemming from a Vector Error Correction Model (VECM) show that the real wage is not a weakly exogenous variable, but rather is adjusted to maintain the cointegration relationship in the model.

There is also a large number of empirical studies which focus on contrasting the statistical causality between labor productivity and real wages. For example, Marquetti (2004) studies whether there is a long-term relationship between real wages and labor productivity in the US economy using data from 1869 to 1999. Cointegration tests indicate a long-term relationship between these variables, while Granger's causality tests in a cointegration environment indicate that real wages cause labor productivity. Strauss and Wohar (2004) use panel data for 459 sectors of the American manufacturing industry for the period of 1956-1996. Upon applying the same Granger test in a cointegration environment, they found in their results, a bidirectional causal link between real wages and labor productivity. Islam et al. (2015) led an annual time series study for Tanzania in the period of 1967-2010 with bivariate Granger causality tests which indicated that labor productivity statistically causes real wage movements. Kumar et al. (2012), for their part used annual time series data for Australia in the period of 1965-2007 to investigate the causality between labor productivity, the inflation rate and the real wage, using VECM, FMOLS and Autoregressive Distributed Lag (ARDL) estimators. They consistently found that the impact had by real wages changes on labor productivity is positive and with an elasticity between 0.5 and 0.8. Along the same lines, Yildirim (2015) applies a similar methodology (causality in a cointegration environment), but with quarterly data, for the Turkish manufacturing industry for the period between Q1 1988 and Q2 2012. Causality tests indicate that real wages actually cause labor productivity, but that productivity does not cause wages. Méndez and Hernández (2014) use the same methodology for panel data from 24 of Colombia’s departments and its manufacturing sector, though they do not find a long-term relationship between salary and productivity. As a result, the authors use a VAR model in differences. Causality tests in a VAR environment show that the relationship is bi-directional. Karaalp-Orhan (2017) investigates the relationship between labor productivity, average real wages and the unemployment rate, also for Turkey, using the bounds testing procedure in an ARDL model and applying the Toda-Yamamoto causality test with quarterly data for the period of Q1 2007 – Q4 2016. Their results find that even though the variables are cointegrated and real wages have an impact on labor productivity in the long-term, in the short term there is no statistical causality between these variables. Pyo (2018) used annual data for the economies of Japan, China and South Korea (1970-2014) and found a cointegration relationship between labor productivity and real wages in all three economies. The bivariate Granger causality test indicates that in South Korea and China real wages cause labor productivity but not in Japan. However, the reverse causality (from productivity to wages) does not appear to exist in any of these economies. Brida et al. (2010) used data from the Mexican tourism industry between 1970 and 2004. The authors found a long-term relationship between real wages and labor productivity and, in Granger causality tests with impulse response functions, confirmed that causality goes from real wages to productivity.

As a result, there are more than a few empirical studies that confirm that it is the real wage that drives changes in productivity and not the other way around.

4. EMPIRICAL TESTS FOR THE VENEZUELAN ECONOMY: DATA, METHODOLOGY AND RESULTS

To clear up the issue of the relationship between real wages and labor productivity, we used data from the Venezuelan economy and two statistical causality tests: the bivariate Granger test (1969) and the Sims test (1972), as well as the short-term causality test in a cointegration environment as suggested by Marquetti (2004) and Hossain (2005). In addition to time series with annual data for the period of 1967-2013, we also used quarterly data series for the period of Q1 1998 – Q4 2013.

Relationship with annual data

For the analysis with annual data, two statistical series will be used for the time being:

a) A real wage behavior index (RWI) for Venezuela, a series taken from the statistics provided by the Central Bank of Venezuela (CBV) for the years 1967-1998 and whose base year is 1984. From 1998 to 2013, it is joined with the annualized variation of the CBV’s real remuneration index series.

b) An indicator of average labor productivity (LP), calculated as the ratio of the annual GDP, in real terms as published by the CBV, to the employed population as reported by the National Institute of Statistics (INE in Spanish).

The behavior over time of these two variables expressed as a logarithm can be observed in Figures 1 and 2. The trajectory of both series is similar to the data reported by Baptista (2005) and it seems to be clear that after a period of ascent both variables reach a peak in the mid-1970s and experience a downward trend until the early 2000s, at which point productivity recovers slightly, which real wages do not. Nevertheless, it behooves us to point out the very high positive association between real wages and labor productivity in annual series, with a correlation index of 0.8719.

Figure 1. Annual labor productivity (1967-2013)
The Granger (1969) and Sims (1972) tests will be used to make an initial contrast of statistical causality. However, the variables need to be stationary to perform this causality test in order to avoid spurious results in regressions with non-stationary time series. As a result, the stationarity of the series will be analyzed by applying the more conventional Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) tests, as well as the Breakpoint Unit Root (BPUR) test which takes into account the possible presence of structural changes in the series. The hypothesis contrast for these tests is the same, both for the null hypothesis and for the alternative hypothesis. Essentially, a unit root process’s null hypothesis is contrasted with the alternate hypothesis which indicates that the data-generating process is a stationary process.

Table 1 shows the results of applying the two unit root tests to the real wage and LP series. For both variables at level, the values calculated by the ADF and PP tests, (sans intercept or trend), are greater than the critical values and the probabilities are all greater than 0.05, so they fail to reject the null hypothesis of the presence of a unit root. The BPUR test likewise rejects the null hypothesis of the presence of a unit root of the series at level. As such, LP and RWI variables are not stationary at level. Upon taking the variables at first difference, the calculated values of the tests are less than the critical values and the probabilities are all less than 0.05, so the null hypothesis that the variables are not stationary is rejected. In conclusion, both tests indicate that LP and RWI are stationary variables at first difference.
Knowing that both variables are I(1), the Granger causality test is then applied, consisting of running two dynamic regressions for the variables $X_t$ and $Y_t$:

An unconstrained regression

$$Y = \sum_{i=1}^{m} \alpha_i Y_{t-i} + \sum_{i=1}^{m} \beta_i X_{t-i} + \epsilon_t \tag{1}$$

A constrained regression

$$Y = \sum_{i=1}^{m} \alpha_i Y_{t-i} + \epsilon_t \tag{2}$$

The squared sum of the residuals of each regression is used to calculate an F statistic to test whether the coefficients are significantly different from zero. If they are not, the hypothesis which states that “$X$ does not cause $Y$” is rejected. Changing the variables ($X$ to $Y$) we run similar regressions to test the hypothesis that says “$Y$ does not cause $X$.” Note that the number of lags is arbitrary, so the test is usually run with different levels of lag. The Granger causality test is then applied to determine which variable has an impact or causes effects upon the other variable. We achieved this by contrasting the null hypotheses which establishes that “variable $X$ does not cause variable $Y$” and that “variable $Y$ does not cause variable $X$.”

Table 2 shows the results of applying the Granger causality test for annual data. The exercise was conducted at levels and differences, with two and three lags. The lag structure obeys the criterion of choosing only among those cases where errors are spherical (normal, homoscedastic and not correlated) in a VAR structure at levels containing both variables. The probabilities yielded by the causality test at levels using two lags are equal to 0.009 and 0.079, while using three lags yielded values equal to 0.003 and 0.53. This would indicate that, at levels, the RWI variable statistically causes or moves LP; there was greater failure in rejecting the null hypothesis that labor productivity does not cause the RWI. However, as Green (1997) and Wooldridge (2013) point out, if the variables in regressions (1) and (2) are not stationary, the coefficients will be biased and the validity of the statistical inference will be in doubt.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Augmented Dickey-Fuller test</th>
<th>DF test critical values</th>
<th>Prob.</th>
<th>PP test critical values</th>
<th>Prob.</th>
<th>Breakpoint Unit Root test</th>
<th>BPUR critical values</th>
<th>Prob.</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>lnLP</td>
<td>-1.3220</td>
<td>-1.9481</td>
<td>0.1094</td>
<td>-1.1903</td>
<td>0.2106</td>
<td>-2.741</td>
<td>-4.4436</td>
<td>0.8141</td>
<td>p-1</td>
</tr>
<tr>
<td>lnRWI</td>
<td>-1.6159</td>
<td>-1.9481</td>
<td>0.0993</td>
<td>1.4286</td>
<td>0.1400</td>
<td>-2.745</td>
<td>-4.4436</td>
<td>0.8124</td>
<td>p-1</td>
</tr>
<tr>
<td>DlnSL</td>
<td>-4.5983</td>
<td>-1.9483</td>
<td>0.0000</td>
<td>-4.5983</td>
<td>0.0000</td>
<td>-5.9495</td>
<td>-4.4436</td>
<td>0.0100</td>
<td>p-1</td>
</tr>
<tr>
<td>DlnLP</td>
<td>-4.9613</td>
<td>-1.9483</td>
<td>0.0000</td>
<td>-4.8830</td>
<td>0.0000</td>
<td>-6.0521</td>
<td>-4.4436</td>
<td>0.0100</td>
<td>p-1</td>
</tr>
</tbody>
</table>

Notes: LP - Labor Productivity; RWI - Real Wage Index; ADF and PP sans lag and without trend nor intercept. Breakpoint Unit Root with intercept and without lag.

Source: created by the authors.
Consequently, it is preferable to take the Granger test as valid, incorporating variables at differences in the regressions. We observed that with two and three annual lags, the probabilities yielded with the variables at differences essentially indicate the same thing. The null hypothesis that the RWI does not cause or has no effect on LP is rejected and we fail to reject the null hypothesis that LP does not cause the RWI.

In order to see how robust the results are, one can carry out a Granger causality contrast in a cointegration environment. One must clarify for the effects that the variables demonstrate a long-term equilibrium relationship in a bivariate form.

If the variables are I(1), as is the case in the study, it is possible that they are cointegrated and there is a long-term relationship between them. As such, the cointegration theory establishes that even when there are variables which are not stationary at level, there can be a stationary linear combination between them. To determine whether the real wage and labor productivity variables are cointegrated, and given that a bivariate relationship is present, we performed the Engle-Granger (1987) test which attempts to contrast the hypothesis that the regression residuals are stationary. The contrast for determining whether or not regression residuals are stationary involves applying the ADF test to the estimated residuals.

Table 3 shows the value of estimators (coefficients) of LP regressions as a dependent variable and the RWI as an explanatory variable. It also shows the ADF test applied to the regression residuals and the probabilities of each contrast with a different number of lags. Here we see that the AFD test on regression residuals with one lag yields a probability of 0.058; this means that at 10% the null hypothesis that the residuals are non-stationary is rejected, while tests on regression residuals with two, three and four lags show probabilities of 0.045, 0.026 and 0.018, respectively, and are significant at 5%, which means they are stationary. As such, we can say that there is a long-term relationship between LP and RWI with annual data.

If there is a long-term relationship between the two variables involved in the analysis, then a causal relationship also exists. However, the cointegration tests do not provide any information on the direction which causality flows. This is where Granger’s causality tests in a cointegration environment can be of use. In the presence of cointegration, bivariate tests depend on the following error correction models:

$$\Delta \ln P_t = c_1 + \rho_1 E_{t-1} + \sum_{i=1}^{p} \alpha_i \Delta \ln RWI_{t-i} + \sum_{i=1}^{p} \beta_i \Delta \ln P_{t-i} + \epsilon_t$$  \hspace{1cm} (3)
Equations (3) and (4) indicate that changes in the dependent variable $Y_t$ depend not only on changes in $X_t$, but also on past imbalance $(Y - kX_{t-1})$ represented by the so-called error correction term. According to Hossain (2005), two types of Granger causality tests, short and long term, can be done in a cointegration environment. Short-term causality is of particular interest. An $F$-test of joint significance to the estimators $\Sigma \alpha_i$, $\Sigma \gamma_i$ for $i = 1, 2, \ldots$, in each of the equations above, allows us to determine whether or not there is a short-term causal link between the variables involved. There is causality flowing from the right-side variable to the dependent variable if the aforementioned regression estimators, together, are different than zero. Results for structures with one to four lags are presented in Table 4.\footnote{\textit{Table 4. Error correction model with annual data}}

\begin{table}[h]
\centering
\begin{tabular}{lll}
\hline
Number of lags & F Statistic & Probability \\
\hline
1 & 5.3359 & 0.0087 \\
2 & 3.4404 & 0.0753 \\
3 & 2.9254 & 0.0337 \\
4 & 2.2592 & 0.0699 \\
\hline
\end{tabular}
\end{table}

To begin with, regression tests with up to three lags indicate that the estimators are not different from zero and that the RWI at first difference causes labor productivity growth. Only in a dynamic four-lag structure does wage growth not cause labor productivity growth (at 5% significance). In contrast, the evidence in a second case, as shown in error correction model 2, does not point to a causality from productivity to wages, as the null hypothesis of joint significance of parameters $\gamma_i$ can be rejected in a no-lag structure.

Therefore, with annual data, robust results are obtained indicating that statistically and, most importantly in the case of the Venezuelan economy, if there is a causal relationship it goes from RWI to labor productivity.

**Relationship with quarterly data**

Quarterly data for the variables studied are taken from the longest period available which is from Q1 1998 to Q4 2013. It corresponds to 64 observations for each series. The series have been constructed as follows:

- The RWI has been calculated as the costs between the remuneration index total that the CBV reported quarterly and the 2007 Consumer Price Index.
- The LP has been calculated by dividing the quarterly GDP, which the CBV reports, by the employed population as reported each quarter by the INE.
Figures 3 and 4, using quarterly data both for LP and the wage index for the period of 1998-2013, do not display a relationship over time. In fact, the correlation index yields a value of -0.0420. Labor productivity shows a downward trend since the beginning until 2002 when it suffers a sudden drop; since then the variable experiences an upward trend until it stabilizes near the end of the series. The RWI generally increases from the beginning until mid-2001, when it suffers a sharp decline. Starting in 2004, the real wage exhibits a slight recovery until 2008, when it experiences another downward trend and gains new momentum starting in 2010.

Before performing the Granger causality tests, the unit root tests need to be carried out. Table 5 shows the LP and RWI variables at level and first difference. The probabilities from the ADF, PP, and BPUR tests indicate that average productivity and RWI variables are stationary at first difference.
The next step was to carry out the causality tests. Table 6 shows Granger's causality for the average labor productivity and RWI variables but using quarterly data. The test is presented with variables at levels and differences with two and three lags, as they are the lag structures that guarantee spherical errors.

### Table 5. Unit root tests (quarterly data)

<table>
<thead>
<tr>
<th>Variables</th>
<th>Augmented Dickey-Fuller test</th>
<th>Dickey-Fuller test critical values</th>
<th>Prob.</th>
<th>Phillips-Perron test</th>
<th>P-P critical values</th>
<th>Prob.</th>
<th>Breakpoint Unit Root test</th>
<th>RPUR critical values</th>
<th>Prob.</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>LnLP</td>
<td>0.2805</td>
<td>-1.9464</td>
<td>0.7639</td>
<td>0.1410</td>
<td>-1.946</td>
<td>0.7235</td>
<td>-3.3183</td>
<td>-4.4436</td>
<td>0.4932</td>
<td>p=1</td>
</tr>
<tr>
<td>LnRWI</td>
<td>-0.7264</td>
<td>-1.9460</td>
<td>0.3980</td>
<td>-0.7257</td>
<td>-1.946</td>
<td>0.3965</td>
<td>-4.2664</td>
<td>-4.4436</td>
<td>0.0809</td>
<td>p=1</td>
</tr>
<tr>
<td>DLnSL</td>
<td>-6.8157</td>
<td>-1.9461</td>
<td>0.0000</td>
<td>-6.8318</td>
<td>-1.9461</td>
<td>0.0000</td>
<td>-6.5767</td>
<td>-4.4436</td>
<td>0.0100</td>
<td>p&lt;1</td>
</tr>
<tr>
<td>DLnLP</td>
<td>-3.3044</td>
<td>-1.9464</td>
<td>0.0013</td>
<td>-17.5496</td>
<td>-1.9461</td>
<td>0.0000</td>
<td>-6.8036</td>
<td>-4.4436</td>
<td>0.0100</td>
<td>p&lt;1</td>
</tr>
</tbody>
</table>

Notes: LP - Labor Productivity; RWI - Real Wage Index; ADF and PP scans log and without slope or intercept. Breakpoint Unit Root with intercept and without lag.
Source: created by the authors.

The next step was to carry out the causality tests. Table 6 shows Granger's causality for the average labor productivity and RWI variables but using quarterly data. The test is presented with variables at levels and differences with two and three lags, as they are the lag structures that guarantee spherical errors.

### Table 6. Granger causality tests for LP and RWI (quarterly data)

<table>
<thead>
<tr>
<th>Null hypothesis</th>
<th>Number of lags</th>
<th>F Statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>LnRWI does not cause LnLP</td>
<td>2</td>
<td>8.52</td>
<td>0.000</td>
</tr>
<tr>
<td>LnLP does not cause LnRWI</td>
<td>2</td>
<td>2.14</td>
<td>0.126</td>
</tr>
<tr>
<td>LnRWI does not cause LnLP</td>
<td>3</td>
<td>9.57</td>
<td>0.000</td>
</tr>
<tr>
<td>LnLP does not cause LnRWI</td>
<td>3</td>
<td>1.13</td>
<td>0.345</td>
</tr>
<tr>
<td>DLnRWI does not cause DLnLP</td>
<td>2</td>
<td>5.55</td>
<td>0.006</td>
</tr>
<tr>
<td>DLnLP does not cause DLnRWI</td>
<td>2</td>
<td>1.82</td>
<td>0.342</td>
</tr>
<tr>
<td>DLnRWI does not cause DLnLP</td>
<td>3</td>
<td>5.03</td>
<td>0.003</td>
</tr>
<tr>
<td>DLnLP does not cause DLnRWI</td>
<td>3</td>
<td>1.99</td>
<td>0.139</td>
</tr>
</tbody>
</table>

Source: created by the authors.

If one focuses on the probabilities yielded by the test with data at difference and using two and three lags, the results are 0.006 and 0.342; and 0.003 and 0.139, respectively. Therefore, the null hypothesis that the RWI does not cause or has no effect on average labor productivity is rejected, but it is not possible to reject the hypothesis that labor productivity dynamics do not cause wage dynamics in real terms.

As with the annual data, causality tests are then carried out in a cointegration environment, but with quarterly data. Given that a bivariate relationship is present, the Engle-Granger test is performed in order to determine if the variables when looking at quarters are cointegrated. The results are presented in Table 7.
Table 7 shows the regressions of average labor productivity using the RWI as an explanatory variable, as well as the results from the stationarity tests (with different numbers of lags) applied to the regression residuals with the goal of finding whether they are stationary and consistent. One can see that the ADF test on regression residuals indicates that the residuals are stationary at 5% significance for regressions with one and four lags. For two lags the results are significant at 10%. In general, the tests tend to confirm that the regression residuals are stationary and therefore it can be concluded, through the Engle-Granger approach, that the variables are cointegrated and form a long-term relationship.

Causality tests in a cointegration environment are reported in Table 8. One can see that regardless of the number of lags, the RWI causes labor productivity. However, the lack of causality from labor productivity to the RWI cannot be rejected, at least not when using two, three and four lags. While this does not refute the results found above, it introduces the possibility that with quarterly data causality is bi-directional.

5. CONCLUSIONS

Vastly different ideas are employed in the analysis and design of policies aimed at the labor market depending on where the driving and causal force is found. Without a doubt, an approach where the idea that causality goes from productivity to wages will result in a system where wage increases are regulated by the course of productivity. In this approach it is then acceptable that productive units do not raise wages, even if their workers are disgruntled, as long as productivity does not increase. Otherwise, the increase in unit costs will impede competitiveness. But the fears cast by this logic are unfounded if, among a great number of variables and by the various means detailed herein, real wages constitute a source for engendering changes in labor productivity.
The results of this study for annual and quarterly data from the Venezuelan economy indicate, like other studies for developed and developing countries, that causality flows from real wages to labor productivity. As such, one should be leery, to say the least, of mandates who tend to impose restrictions on increases in real wages by tying them to increases in productivity.
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This relationship continues to be positive even though in the last two years, studies for developed countries show that labor productivity indices went up more than real wage indices (OECD, 2015). This in effect is one of the many puzzles which analysts currently face.

Hatanaka (1996) points out that this procedure is appropriate when dealing with two variables and a possible cointegration vector.

The sign and value of the “beta” coefficient (0.38) indicates that there is a positive relationship in the long-term between variables but other factors can affect the behavior of labor productivity.

As causality tests, equations (3) and (4) do not include variables without lags as regressors.

A structure with up to four lags guarantees that errors in each estimation are normal, homoscedastic and without serial correlation.