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Abstract

This paper studies the feedback relation between inflation and inflation uncertainty in six Latin American economies during 1960-2018. Uncertainty was calculated using conditional volatility, estimated using GJR-GARCH-M models. The main conclusions are as follows: the majority of economies conformed to the Friedman-Ball hypothesis; the Cukierman-Meltzer hypothesis was corroborated in the cases of Bolivia, Mexico, Paraguay; positive shocks were found to have a significant impact on inflation uncertainty, and, thanks to the adoption of inflation targets (ITs) by governments, there was empirical evidence that volatility decreased in those economies which implemented ITs.
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1. INTRODUCTION

The Bretton Woods system refers to a monetary regime agreed upon in July of 1944, as part of the reorganization process following World War II, a moment which saw the establishment of a set of monetary agreements and institutions that seek to restrict the capacities of monetary authorities to influence the evolution of macro-economic aggregates (Eichengreen and Temin, 2000). The system is characterized especially by its imposition of fixed exchange rates, controls on capital and an autonomous internal macroeconomic policy. As with the creation of two institutions mandated to provide financing for adjustments to the balance of payments (IMF), and to promote development (World Bank). Recently, price levels are increasingly considered a secondary criterion for economic stability, while employment levels and national income have become the principal criterion.

Nonetheless, when the United States’ economy could not guarantee the convertibility of dollars to gold at fixed parity, and capital flows began to increase, the Bretton Woods system debacle began. The established view sees the main cause of this as associated with inflationary pressures caused by expansive monetary and fiscal policies in the United States
and the propagation of these policies at the international level, which meant an increased deficit in balance of payments. In this way, the collapse can be explained by the reluctance of foreign countries to import the United States’ inflation. What eventually broke the credibility of such exchange rate type agreements, and the willingness of various central banks to cooperate with the project of maintaining of fixed exchange rates was when the system failed because the agreement of fixed parity was no longer credible in the face of accelerated inflation (Bordo et al., 2017).

From a post-Keynesian perspective, the golden age system meant a commitment to full employment and the creation of an insurance network for unemployed workers. Additionally, the imposition of controls to capital and cheap currency policies, brought the establishment of low levels of real interest, which became a favorable environment for workers. Within this context, workers began to increase pressure for higher nominal salaries. For a given real interest rate, and a fixed nominal exchange, the only effect of a salary increase must have been higher prices (Vernengo, 2003). To summarize, inflation was the result of wage pressure that caused the Bretton Woods system to collapse at the end of 1971.

In the 1970s, the monetary focus of Milton Friedman emerged as a response to the slow economic growth and high, growing inflation that permeated the United States and United Kingdom. The monetarists argue that inflation is “[…] always and in all forms a monetary phenomenon […] and can be produced only with a faster increase in the amount of money, compared to production” (Friedman, 1970). As such, the monetary prescription to cure the problem of inflation on the long term is achievable starting from the correct diagnosis of the sickness; that is to say, by eliminating excessive monetary growth. This interpretation constitutes the cornerstone of the price control approach, which unlike the Bretton Woods system, places inflation as a central principal; a constant rate of monetary expansion involves a rate of inflation constant and predictable over the long term.

In this way, if the money supply increases, it also becomes a nominal product, and vice versa. However, in order to reach this direct effect, the speed of currency needs to be predictable. Even though during the 1970s these characteristics seemed to be fulfilled by developed and developing economies, and accordingly, the quantitative theory of money could correspond to reality, in the 1980s and 1990s the speed became unstable and showed various swings. At the same time, the nominal product remained stable, leading the relationship between monetary supply and the nominal product to break and invalidating the monetarist explanation.

During the 1990s a new macroeconomic consensus (NMC) was consolidated which competed with a model with inflation as the target (IT). Under this paradigm, two types of fixed exchange rates were substituted by floating exchange rates; limits to interest rates were removed; restrictions to international capital flows were discarded; and, the financial system was almost entirely deregulated. In this way, the tools at central banks’ disposal to implement monetary policy became much more diverse and powerful. The growing importance of monetary policy, based on the stability of inflation, constitute the cornerstone of the New Neoclassical Synthesis (Woodford, 2009). Since the adoption of the IT regime in New Zealand in 1990, and in Canada in 1991, a growing number of countries—among
them Latin American ones (Colombia, Mexico, Peru, Paraguay and Uruguay)—adopted the strategy, seeking to reduce the level and variability of inflation and anchor their prospects (see table 1).

<table>
<thead>
<tr>
<th>Country</th>
<th>Date IT was adopted</th>
<th>Legal mandate</th>
<th>Target for inflation rate</th>
<th>Exchange rate regime</th>
</tr>
</thead>
<tbody>
<tr>
<td>Colombia</td>
<td>October 1999</td>
<td>Article 373, subparagraph 1 of the National Constitution and Law 31,1992, article 2</td>
<td>2 - 4%</td>
<td>Floating regime</td>
</tr>
<tr>
<td>Mexico</td>
<td>January 2001</td>
<td>Article 28 of the Mexican Constitution</td>
<td>3 +/- 1%</td>
<td>Free floating regime</td>
</tr>
<tr>
<td>Paraguay</td>
<td>May 2013</td>
<td>Article 285 of the National Constitution and the Organic Law of the Central Bank of Paraguay No. 489/95</td>
<td>4.5 +/- 2%</td>
<td>Floating regime</td>
</tr>
<tr>
<td>Uruguay</td>
<td>2007</td>
<td>National Constitution of the Republic of Uruguay</td>
<td>5 +/- 2%</td>
<td>Floating regime</td>
</tr>
</tbody>
</table>

Source: prepared by the author based on data from Hammond (2011) and from the central banks of each country.

Returning to a discussion of theoretical foundations, Friedman (1977) establishes a framework of how inflation can cause inflation uncertainty, which leads to inefficient decisions and slows economic growth. For their part, Cukierman and Meltzer (1986) suggest that inflation uncertainty can cause inflation and slower economic growth on the long term as well. In recent years, this feedback relationship has received ample attention. Nonetheless, there seems to be no consensus on the evidence for these hypotheses, a fact which is attributed for the most part to the differences in the econometric techniques used to calculate inflation uncertainty, to the implementation of a specific monetary policy regime, and to the selection of sample countries.

In order to overcome these deficiencies, some research uses a Generalized Autoregressive Conditional Heteroskedasticity (GARCH) model, and its variants GJR-GARCH-M, to calculate the interaction of inflation with its inflation uncertainty, and to capture the asymmetrical answer to this last problem, in the face of the good and bad news that affects
them. The present research seeks to determine the influence that the implementation of the IT regime has had in the Latin American region, where countries show similar characteristics in their real variable and primary prices, in addition to being exposed to common regional impacts (important structural changes) across the last seven decades.

The text is organized in the following way: the second and third sections present a review of the literature concerning the main characteristics of the IT regime, in addition to the attitude towards inflation of the two principal economic schools of thought, and theoretical support for the existing relationship between inflation and inflation uncertainty. The fourth section presents the econometric methodology, which is used next in the fifth section to explain the calculations and results obtained. The sixth section presents the conclusions.

2. INFLATION MODERATION IN LATIN AMERICA

Currently, the debate regarding the effects of the IT’s is controversial (Kontonikas, 2004; Angeriz and Arestis, 2007; Gonçalves and Salle, 2008; Brito and Bystedt, 2010). In the case of Latin America, the evidence is still limited and inconclusive; yet, the region represents an important case study, since these countries see more frequent and more extreme changes in monetary regimes as compared to developed countries (Capistrán and Ramos-Francia, 2009). Additionally, the region has experienced periods of high and low inflation in those countries that have been affected by different structural changes. For example, there have been impacts to gas prices, devaluations and crises in finance and balance of payment.

In general, the trajectory of inflation and inflation uncertainty has served as a measure to establish the success or failure of such a regime; however, other macroeconomic objectives are not considered, such as income growth, decreasing unemployment or the development of investment in capital. Table 2 contains information on the behavior of primary macroeconomic aggregates. First, it can be observed that economic growth has not increased significantly, as can be seen in the cases of Peru and Uruguay. The opposite is the case for the economies of Colombia, Mexico and Paraguay, which show a recession. It should be emphasized that Bolivia, an economy that has not implemented the IT regime, shows an increase in production during the past two decades.
In terms of unemployment rates, a slight decrease can be observed after having adopted the IT regime, though empirical evidence shows that the ratio of sacrifice increased. In other words, the proportion between the unemployment rate grew with respect to the total decrease of the inflation rate (Rochon and Rossi, 2006). In the seventh and eighth columns, it is evident that in four out of the five economies, a considerable increase in trade as a percentage of the GDP was registered; nonetheless, it should be noted that exports are comprised for the most part of assembled goods with little value added, a result of premature deindustrialization\(^1\). The last column demonstrates that, in the cases of Bolivia, Colombia, Mexico and Uruguay, investment in capital had a slight upturn with respect to the previous period upon the regime’s implementation. Meanwhile, in the cases of Peru and Paraguay there was a decrease.

It is clear that the stability of prices has been identified as a crucial characteristic in providing a predictable environment, where expectations of future inflation are found to be anchored. Across the previous decades, dominant economic currents—the neoclassical and post-Keynesian—tried to identify the real effects of economies’ inflation. From an orthodox perspective, the idea that inflation can have real adverse effects on an economy

### Table 2. Macroeconomic aggregates for Latin American economies

<table>
<thead>
<tr>
<th>Country</th>
<th>IT Implementation</th>
<th>Rate of product growth (b)</th>
<th>Unemployment Rate (c)</th>
<th>Trade: Exports + Imports (% GDP)(d)</th>
<th>Gross Fixed Capital Formation (% GDP)(e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bolivia(^4) (1960-2000)-(2000-2017)</td>
<td>2.68 4.27</td>
<td>4.30 3.60</td>
<td>46.86 67.21</td>
<td>16.23 17.16</td>
<td></td>
</tr>
<tr>
<td>Colombia</td>
<td>1999</td>
<td>4.26 4.00</td>
<td>11.48 11.79</td>
<td>29.81 36.11</td>
<td>19.31 21.84</td>
</tr>
<tr>
<td>Mexico</td>
<td>2001</td>
<td>4.80 2.05</td>
<td>3.84 4.05</td>
<td>27.46 60.89</td>
<td>21.69 22.57</td>
</tr>
<tr>
<td>Peru</td>
<td>2002</td>
<td>3.01 5.36</td>
<td>5.70 3.94</td>
<td>34.95 47.40</td>
<td>26.62 21.71</td>
</tr>
<tr>
<td>Paraguay</td>
<td>2013</td>
<td>4.88 3.12</td>
<td>5.71 4.86</td>
<td>99.27 84.42</td>
<td>17.92 17.19</td>
</tr>
<tr>
<td>Uruguay</td>
<td>2007</td>
<td>1.98 4.05</td>
<td>11.53 7.11</td>
<td>37.20 52.32</td>
<td>16.77 20.29</td>
</tr>
</tbody>
</table>

Note: \(^{a}\) The database was divided considering that the implementation of the IT regime in various Latin American countries began around 2000, with the understanding that this economy had not implemented the IT regime. \(^{b}\) The period being considered is from 1960 to 2017. \(^{c}\) The period being considered is from 1991 to 2017. \(^{d}\) The period being considered is from 1960 to 2017. \(^{e}\) The period being considered is from 1960 to 2017. All of the cases were divided in two samples, each one separated by the date of IT implementation.

began with Friedman in 1976, on the basis of establishing that conditions for a vertical Phillips curve are interrupted when an economy moves from an environment of low inflation to one of high rates. During the transition period, prices tend to become more volatile, which means that the economy will face greater uncertainty (Friedman, 1977, p. 465). This provokes economic agents to confuse absolute changes in prices with relative ones; that is, agents confuse real impacts, which justify changes in quantities (production, labor supply, investment, etc.), with nominal impacts (monetary impacts), that are not justified. As a result, there tends to be an overestimation of monetary impacts and an underestimation of real disturbances. This situation demonstrates that inflation can have high costs when it is unpredictable (Lucas, 1973).

During the 1980s, the conventional economy adopted the argument that the Central Bank should be the only one responsible for inflation (Hetzel, 2004). In this way, a consensus began to emerge that the benefits generated by a macroeconomy with low inflation and an interest rate are regulatory of price levels. Since then, the macroeconomy’s handling has been dominated by the NMC, this being characterized essentially by three equations: an IS-type aggregated demand curve, a Phillips curve with inflation, and a rule for interest rate policy, often referred to as the Taylor rule (Bernanke and Mishkin, 1997; Bernanke et al., 1999; Svensson, 2001; Gavin, 2003; Bernanke and Woodford, 2005). This latter upholds the framework of monetary policy, the so-called IT, and supports that the interest rate influences the economic activity level (via aggregated demand), which in turn can influence the inflation rate. Monetary policy has one goal: inflation stability; and one instrument: the interest rate, and given that the exchange rate regime is flexible, the monetary authority does not have intermediate goals nor do they intervene in the exchange markets (Svensson, 2001).

On the other hand, the goals of inflation are the anathema for some post-Keynesian economists, given worries about the potential real costs (like low production and unemployment, or unequal salary distribution of income) of a singular focus, cementing low inflation as the only goal of macroeconomic policy (Eichner, 1979; Lavoie, 1992; Davidson, 1994; Atesoglu and Smithin, 2006; Rochon and Rossi, 2006; Setterfield, 2006; Lima and Setterfield, 2008; Arestis and Sawyer, 2013).

For the post-Keynesian current, the key roles in the economy are that of uncertainty and monetary contracts, under the assumption that an increase in inflation can increase uncertainty and in this way reduce economic growth. Weintraub (1978, pp. 29-33), identifies a series of channels through which inflation can have an impact on the economy; one of them includes the fact that inflation “clouds rational economic planning on the long term [...] favoring financial capital above productive capital and inducing the development of defensive speculative practices.”

Carvalho (1992) systemizes these ideas within a post-Keynesian informed framework, first reproducing Friedman’s arguments regarding the variance of inflation, as distorting price signals and in so doing negatively affecting the real economy; from there, that “differences in competitiveness or market power are sufficient to generate real effects on inflation” (Carvalho, 1992, p. 190).
The first point to note is that inflation increases inflation uncertainty, which makes it more difficult to formulate a hypothesis to orient the formation of expectations and the selection of strategies. This causes more damage to those activities, for which prolonged temporal horizons are more important. Investment in capital goods and financing on the long term tend to disappear, being replaced by shorter and more flexible types of commitments, which allow for changes in course in the event of unforeseen circumstances.

3. LITERATURE REVIEW ON INFLATION AND INFLATION UNCERTAINTY

Okun (1971) may have been the first to suggest that countries with high inflation rates also experience a high variability of inflation, given the future uncertainty of monetary policies. The fundamental theoretical perspective underlying this argument was proposed by Friedman (1977) in his Nobel address, which describes how an increase in the average inflation rate induces greater uncertainty regarding the future inflation rate, in the case of an unpredictable or intermittent monetary policy that comes with inflationary periods.

Meanwhile, Ball (1992) built an economic model using an asymmetrical game perspective between monetary authority and the public. The model assumes two policy makers, where one is prepared to deal with a recession in order to reduce inflation, and the other is not. With low inflations levels observed in the economy, both types of political makers will attempt to maintain low inflation. Nonetheless, when high inflation levels are present, only the anti-inflationary policy makers will assume the economic costs of disinflation. Accordingly, during periods of high inflation, the public will not be sure about future monetary policy, since it will not know if its politicians are anti-inflationary policy makers or not. The positive relationship between inflation and inflation uncertainty is known as the Friedman-Ball hypothesis.

Another significant contribution with respect to the relationship between inflation and inflation uncertainty is proposed by Pourgerami and Maskus (1987), who demonstrate that a negative relationship exists between these variables, rejecting the damaging effect of high inflation on the predictability of prices. Arguing against the Friedman-Ball hypothesis, they state that high inflation encourages economic agents to invest more in the generation of precise prognostics, which then reduces its prediction error. As a result, with increased inflation, agents can better predict the increase in prices due to their having invested more resources in the prediction process.

Considering the inverse link, Cukierman and Meltzer (1986) argue that the causal relation presents the inverse direction, which goes from inflation uncertainty to inflation. Under this model, the low credibility of policies, ambiguity of goals and poor quality of monetary control which characterize policy makers, increase the average inflation rate. According to the authors, the authority of monetary policy has a dual mandate, including inflation and promoting economic growth; still, an agreement mechanism does not exist. The Central Bank has an incentive to create monetary surprises, and in this way take agents by surprise/unsuspecting so as to enjoy the profits of production; that is to say, to generate
inflation uncertainty and in an effort to stimulate economic growth, which in turn leads to higher inflation levels. In this context, greater inflation uncertainty generation higher inflation and is evidence of an opportunistic or myopic Central Bank.

Another cornerstone of the literature can be found in Holland (1995), who proposes that greater variation of inflation reduces price levels due to policy makers’ motives of stabilization. This author discovered that inflation increases inflation uncertainty in the United States and that greater inflation uncertainty leads to a lower average inflation, also referred to as the Federal Research stabilization hypothesis. Additionally, it is assumed that the stabilization tendency of the Central Bank increases during a period of high inflation to reduce the cost that inflation uncertainty generates for economic agents. Accordingly, at the center of Holland’s argument is a policy which has a strong motive towards stabilization. The author confirms that opportunistic behavior, on the short term in periods of inflation uncertainty, cannot be accepted as the only possible policy solution on the part of the Central Bank.

The goal of the present research is to calculate the feedback relationship between inflation and inflation uncertainty (see table 3), in addition to the possible leverage effect of the conditional variance of inflation. At the same time, the work seeks to determine the influence that the implementation of the IT regime has had on the volatility of inflation, using to do this the scheme established by the mainstream orthodoxy. Lastly, it aims to include information referring to the different structural shocks that different economies have suffered, in this way, avoiding incurring erroneous interpretations with respect to the stationarity of the variables being analyzed.

Table 3. Research hypothesis on the inflation to inflation uncertainty relationship

<table>
<thead>
<tr>
<th>Hypothesis (causal relationship)</th>
<th>Sign of causal relationship</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>H1: Inflation causes inflation uncertainty</strong></td>
<td></td>
</tr>
<tr>
<td>Friedman (1977), Ball (1992)</td>
<td>Positive (+)</td>
</tr>
<tr>
<td><strong>H2: Inflation uncertainty causes inflation</strong></td>
<td></td>
</tr>
<tr>
<td>Cukierman and Meltzer (1986)</td>
<td>Positive (+)</td>
</tr>
<tr>
<td>Holland (1995)</td>
<td>Negative (-)</td>
</tr>
</tbody>
</table>

Source: prepared by the authors.
Based on Engle’s (1982) seminal work on autoregressive conditional heteroskedasticity (ARCH), and subsequent developments of it by Bollerslev (1986), inflation uncertainty is usually estimated using these techniques. To investigate the feedback relationship between both variables, a simultaneous approach can be adopted, where a mean GARCH bivariate model (GARCH-M) is calculated. Even though GARCH models capture agglomeration of uncertainty and leptokurtosis, its distribution is asymmetrical and cannot model the leverage effect\(^3\). In this way, the biggest inconvenience of traditional ARCH and GARCH models is that they assume a symmetrical response of conditional variance (volatility) to positive and negative shocks.

Despite this, it has been argued that inflation volatility behavior is asymmetrical. Brunner and Hess (1993), Fountas and Karanassou (2007) and Fountas et al. (2004) argue that positive shocks from inflation have a significantly greater impact on volatility as compared to negative shocks from inflation; in other words, bad news (higher inflation) has a greater impact on future volatility than good news (lower inflation).

In order to approach the foregoing issues, non-linear extensions of the GARCH model family have been proposed, such as the GJR-GARCH model (Glosten et al., 1993), which include the distribution of the biased generalized error. According to Ding et al. (1993), this model is thought to be more successful at the moment of predicting changes in volatility.

Another very important point has to do with identifying the effect that the implementation of the IT regime has generated for the dynamics of inflation uncertainty; this will allow for a determination of whether the implementation of this policy has served to increase or decrease inflation volatility. To specify and correctly calculate conditional variance for inflation, the presence of structural changes must be considered. The deviations along the time period being studied can give a place for opposing and incorrect findings. Kontonikas (2004), Bredin and Fountas (2009), like Caporale and Kontonikas (2009), find that for different economies, the dynamic between inflation and inflation uncertainty can be subject to structural changes. From a technical point of view, omitting these fractures can have undesirable effects on the calculation of GARCH parameters (Hillebrand, 2005).

\section*{4. Econometric Methodology}

The first stage for modeling volatility consists in specifying an equation which is adequate for the conditional mean of the inflation rate. In the empirical literature, autoregressive specifications are employed frequently, such as by Grier and Perry (1998), Fountas and Karanasos (2007), and Jiranyakul and Opiela (2010).

\begin{align}
\pi_t &= \gamma_0 + \sum_{i=1}^{p} \gamma_i \pi_{t-i} + \varepsilon_t \\
{h_t} &= \alpha_0 + \sum_{i=1}^{q} \alpha_i \varepsilon_{t-i}^2 + \sum_{i=1}^{p} \beta_i h_{t-i} \tag{1} \\

\end{align}
where $\pi_t - \pi_{t-1} = \sqrt{\alpha_0 + \alpha_1 \pi_{t-1}} = \sqrt{\gamma_0} + \phi \sqrt{\beta_i} + \epsilon_t$, $\sigma^2_f = 1$; $h_t = \epsilon_{t-1}^2$; $\pi_t$ represents the inflation rate, $\gamma_0$ are the autoregressive processes, and $h_t$ is the conditional variance which represents mean inflation uncertainty. The conditions for stability of the conditional mean equation (1) of order are: $\gamma_i < 1$ for all characteristic roots are found within the unitary circle, 2) that since the values can be negative or positive, $\sum_{i=1}^n \gamma_i < 1$. The conditions for the characteristic roots can be found within the unitary circle $p > 0, q < 0, \alpha_0 + \beta_i > 0, \beta_i > 0$; $h_t$ corresponds to the conditional variance, and the term is $\alpha_0$ the noise. The GARCH process $(p,q)$ represents a function of three terms: a constant, information of past inflation uncertainty for past periods, and conditional variance of past periods. According to Bollerslev (1986), $\alpha_i + \beta_i < 1$ as a process $(p, q)$ as defined in (2) is stationary in a broad sense, if and only if

**Inflation dynamics, uncertainty, and the goals of inflation**

In order to measure the feedback relationship between inflation and inflation uncertainty, some studies use mean GARCH models (GARCH-M). This methodology allows for a simultaneous test of the hypotheses being proposed here. The first equation incorporates the squared root of inflation uncertainty, that is, the mean of a sequence is provided that depends on its own conditional standard deviation $\sqrt{\epsilon_t}$. Meanwhile, the lagged inflation for a period is added to the conditional variance equation (Fountas et al., 2004; Kontonikas, 2004). This type of model is particularly well suited to the study of feedback. Accordingly, there is one equation for inflation and another for inflation uncertainty.

\[
\pi_t = \gamma_0 + \sum_{i=1}^p \gamma_i \pi_{t-i} + \phi \sqrt{h_t} + \epsilon_t \tag{1a}
\]

\[
\epsilon_t = \sqrt{h_t} \]

\[
h_t = \alpha_0 + \sum_{i=1}^p \alpha_i \epsilon_{t-i}^2 + \sum_{i=1}^q \beta_i h_{t-i} + \delta \pi_{t-1} + \theta_1 D_t + \theta_2 D_t * \pi_{t-1} \tag{2a}
\]

Equations (1a) and (2a) are the mean and conditional variance, respectively, with the incorporation of conditional standard deviation which is mediated by coefficient $\phi$ and the inflation lagging for a period, denoted by coefficient $\delta$. The first coefficient represents the effect of inflationary uncertainty on average inflation. In this way, a significant statistical value with a positive sign is interpreted as evidence in favor of the Cukierman-Meltzer hypothesis (1986), while a negative value indicates evidence in favor of the stabilization hypothesis proposed by Holland (1995).
With respect to the second coefficient, a positive and statistically significant value for inflation above inflation uncertainty is evidence of fulfillment of the Friedman-Ball hypothesis, and a negative coefficient supports the Pourgerami and Maskus hypothesis. Following Caporale and Kontonikas (2009), a dummy variable whose effect is captured by $\phi_1$ has been incorporated in the equation for conditional variance- The variable is equal to zero during the period previous to the implementation of the regime with the goal of inflation, and to one during the period of its application to the Latin American economies (see Appendix 1). For its part, coefficient $\varphi_2$ represents the interaction between the dummy variable and the level of lagged inflation for a period, and with these coefficients the possible change is captured—in the intercept and pending—reflected at the beginning of the IT regime implementation.

 Nonetheless, GARCH models impose a symmetrical restriction on conditional variance which is inconsistent with Friedman’s notion of inflation uncertainty. In light of this situation, Engle and Ng (1993) proposed a diagnostic test for volatility models: a test for bias, sign and magnitude. This test is applied to the residues of the model constructed for conditional variance; for this, $S^{-}_{t-1}$is defined as a dichotomous variable which takes the value of 1 if $\hat{\varepsilon}_{t-1} < 0$ and zero in the opposite case, i.e. when $S^+_{t-1} = 1 - S^{-}_{t-1}$, which captures observations with negative and positive impacts. Based on this dichotomous variable, a test of the combined hypothesis is derived, used to measure the bias of the sign and magnitude, expressed by the following regression model:

$$\hat{\varepsilon}_t^2 = \phi_0 + \phi_1 S^{-}_{t-1} + \phi_2 S^{-}_{t-1} \times \hat{\varepsilon}_{t-1} + \phi_3 S^+_{t-1} \times \hat{\varepsilon}_{t-1} + \nu_t $$  \hspace{1cm} (3)

where $\nu_t$ is an error term which is independently and identically distributed. If the positive and negative impacts for $\hat{\varepsilon}_{t-1}$show different effects on the conditional variance, the coefficient $\Phi_1$ must be statistically significant. The magnitude of the impacts will in turn have an effect on volatility, as long as $\Phi_2$ or $\Phi_3$ show statistical significance; this means that not only is the sign of the impact important, but the magnitude as well.

Various models have been proposed as ways to overcome this restriction of symmetry. For this research, GJR-GARCH models are used, which are also known as TGARCH models (Glosten et al., 1993), which have a structure which allows for both good and bad news to have an effect on inflation uncertainty. Essentially, the expected value of $\varepsilon_{t-1} = 0$ is a limit like those larger or smaller disruptions at this limit will have different effects. Works by Glosten et al. (1993) and Labuschagne et al. (2015) found that this type of model goes beyond other representations of the GARCH family that seek to model the asymmetry of volatility.
\[ h_t = w + \alpha \varepsilon_{t-1}^2 + \gamma \varepsilon_{t-1}^2 \cdot I_{t-1} + \beta h_{t-1} + \delta \pi_{t-1} + \theta_1 DMI_t + \theta_2 DMI_t \cdot \pi_{t-1} \]

\[ I_{t-1} = \begin{cases} 
1 & \text{si } \varepsilon_{t-1} < 0 \\
0 & \text{si } \varepsilon_{t-1} \geq 0
\end{cases} \tag{4} \]

Where \( w \) represents the variance interceptor, \( \alpha \), \( \gamma \), and \( \beta \) are non-negative parameters, and the process is stationary as long as the condition \( \alpha + \beta < 1 \) is met. One can observe that in the model, a positive \( \varepsilon_{t-1} \) has an effect on \( \alpha \varepsilon_{t-1}^2 \) under the conditional variance model; while a negative \( \varepsilon_{t-1} \) has a greater impact on \( (\alpha + \gamma)\varepsilon_{t-1}^2 \) with \( \gamma \) representing the scale of asymmetrical uncertainty. \( I_{t-1} \) is the dummy variable that is activated only if the previous impact is negative \( (\varepsilon_{t-1} < 0) \). When \( \gamma < 0 \), a positive impact on inflation provokes more inflation uncertainty than a negative one. Meanwhile, coefficient \( \delta \) represents the effect of the lagged inflation for a period, where a positive value would represent evidence in favor of the Friedman-Ball hypothesis. Finally, a dummy variable, \( DMI_t \), has been included, which is equal to zero during the period previous to the adoption of IT and which takes its value of one during the implementation of the regime.

5. CALCULATION AND EMPIRICAL RESULTS

The data for inflation rates is calculated as the first logarithmic difference of the price index to the consumer, multiplied by 100, in order to obtain percentage changes \( (\pi = (\log(INPC_t) - \log(INPC_{t-1})) \cdot 100) \). Monthly data is used as a way to examine the relationship between inflation and inflation uncertainty, and the IT regime. This research used 697 months corresponding to observations for the period from January of 1960 to January of 2018, for the nations of Bolivia, Colombia, Mexico, Peru, Paraguay and Uruguay. The data was gathered from the International Financial Statistics presented by the IMF.

With the goal of determining whether the time series of inflation rates show stationarity, a Phillips-Perron (PP) test is undertaken, to find out the existence of a unitary root with an intercept and determinist linear tendency. The results from the second and third columns of table 4 demonstrate that all of the economies show stationarity. Additionally, using Vogelsang and Perron’s (1998) test, the presence of a unitary root is identified, which allows for a structural break in the tendency’s function, for the constant or in both (see table 4). In the last columns of table 4, calculations for the structural break’s dates are reported.
Below, the relationship between inflation and inflation uncertainty is tested using a AR(p)-GARCH model (1,1). In Table 5, equation (1a) demonstrates the autoregressive models, which have the task of modeling the conditional mean ($\pi_t$), which is adjusted according to each of the countries. With respect to equation (2a), the results signal that the stationarity condition $\alpha_1 + \beta_1 < 1$ is verified for all models of the conditional variance ($h_t$), with which it is guaranteed that its trajectory will tend to converge at its mean value, on the long term. The majority of estimators had statistically significant results to 1% in both equations.
Subsequently, a bias test was implemented for sign and magnitude (Engle and Ng, 1993), to determine the pertinence of applying asymmetrical models. The results in table 6 demonstrate that in the cases of Bolivia and Mexico, the value of $\Phi_1$ is statistically significant, which reveals the presence of a bias in the sign. Nonetheless, it was the coefficients $\Phi_2$ and $\Phi_3$ which identified the presence of a bias in magnitude for the cases of Bolivia, Colombia, Mexico and Peru, for which the positive impacts turned out to be greater than the negative ones, in addition to these last ones which show statistical
significance. Meanwhile, for the cases of Paraguay and Uruguay, the negative impacts were those that presented a greater value with respect to the positive disturbances.

Table 7 shows the calculations for the GJR-GARCH-M mean and conditional variance model increased by the IT and structural break dummy variable, as is demonstrated in equation (4), which allows for the capturing of impacts from positive and negative news, on inflation uncertainty. Coefficients $\alpha$ and $\beta$ are calculated to be statistically significant for all countries, in addition to fulfilling the stationarity condition. The $\gamma$ coefficients, which encapsulate the asymmetrical effect of inflation uncertainty, resulted to be negative and significant for Colombia, Mexico and Peru; while for Uruguay the coefficient was positive and significant. This implies that four of the five economies that have implemented IT experienced a leverage effect. The negative sign indicates that a positive shock, bad news, meant a greater increase in volatility than a negative one (good news), and vice versa. The
coefficients for lagged inflation by a period, represented by \( \delta \), were positive and significant in five of the six sample countries, that is, in the cases of Bolivia, Colombia, Mexico, Peru and Uruguay. In the case of Paraguay, the coefficient also turned out positive, though not significant.
<table>
<thead>
<tr>
<th>Country</th>
<th>$\pi_{t} = \gamma_{0} + \sum_{i=1}^{p} \gamma_{i} \pi_{t-i} + \varphi \sqrt{h_t} + \epsilon_{t}$</th>
<th>$R^{2}$</th>
<th>LL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bolivia</td>
<td>$\pi_{t} = -12.898 + 0.483 \pi_{t-1} + 0.005 \pi_{t-2} + 0.258 \pi_{t-3} + 0.183 \pi_{t-4} + 0.112 \pi_{t-5} + 0.005 \pi_{t-6} + 0.192 \sqrt{h_{t}}$</td>
<td>0.586</td>
<td>-1430</td>
</tr>
<tr>
<td></td>
<td>t.stat (-0.950) (18.795) (0.137) (7.752) (4.574) (2.507) (0.015) (2.175)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$h_{t} = 1.623 + 0.403 \epsilon_{t-1} + 0.027 \epsilon_{t-1} * I_{t-1} + 0.192 h_{t-1} + 1.589 \pi_{t-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t.stat (14.447) (4.087) (-0.188) (2.983) (2.462)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Colombia</td>
<td>$\pi_{t} = -9.764 + 0.433 \pi_{t-1} + 0.060 \pi_{t-2} + 0.17 \pi_{t-3} + 0.155 \pi_{t-4} + 0.178 \pi_{t-5} + 0.006 \sqrt{h_{t}}$</td>
<td>0.631</td>
<td>-447</td>
</tr>
<tr>
<td></td>
<td>t.stat (-0.009) (13.069) (2.145) (5.775) (5.200) (6.958) (-0.063)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$h_{t} = 0.001 + 0.115 \epsilon_{t-1} + 0.096 \epsilon_{t-1} * I_{t-1} + 0.877 h_{t-1} + 1.589 \pi_{t-1} - 0.010 DMI_{t} * \pi_{t-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t.stat (1.133) (5.150) (-3.855) (47.608) (3.565) (2.186)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>$\pi_{t} = 0.253 \pi_{t-1} - 0.114 \pi_{t-2} - 0.052 \pi_{t-3} + 0.115 \pi_{t-4} + 1.948 \sqrt{h_{t}}$</td>
<td>0.783</td>
<td>-709</td>
</tr>
<tr>
<td></td>
<td>t.stat (5.490) (-2.882) (-1.728) (5.516) (13.989)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$h_{t} = 0.113 + 0.576 \epsilon_{t-1} + 0.586 \epsilon_{t-1} * I_{t-1} + 0.428 h_{t-1} + 0.082 \pi_{t-1} - 0.161 DMI_{t} * \pi_{t-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t.stat (13.905) (7.442) (-7.378) (11.529) (5.064) (-5.669)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peru</td>
<td>$\pi_{t} = 2.456 + 0.588 \pi_{t-1} + 0.116 \pi_{t-2} - 0.048 \pi_{t-3} - 0.214 \sqrt{h_{t}}$</td>
<td>0.543</td>
<td>-721</td>
</tr>
<tr>
<td></td>
<td>t.stat (0.752) (7.156) (2.785) (1.385) (0.573)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$h_{t} = 18.084 + 0.415 \epsilon_{t-1} + 0.450 \epsilon_{t-1} * I_{t-1} + 0.262 h_{t-1} + 1.423 \pi_{t-1} + 2.163 DMI_{t} + 21.090 * \pi_{t-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t.stat (4.697) (5.672) (-5.184) (1.853) (1.754) (19.314) (-5.841)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paraguay</td>
<td>$\pi_{t} = 0.321 + 0.204 \pi_{t-1} + 0.094 \pi_{t-2} + 0.086 \pi_{t-3} + 0.151 \pi_{t-4} + 0.341 \sqrt{h_{t}}$</td>
<td>0.093</td>
<td>-1161</td>
</tr>
<tr>
<td></td>
<td>t.stat (1.848) (4.473) (2.498) (2.627) (4.436) (2.610)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$h_{t} = 1.587 + 0.224 \epsilon_{t-1} + 0.027 \epsilon_{t-1} * I_{t-1} + 0.167 h_{t-1} + 0.013 \pi_{t-1} - 0.661 DMI_{t} - 0.781 DMI_{t} * \pi_{t-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t.stat (9.571) (5.746) (-0.423) (2.204) (0.285) (-3.927) (-6.108)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uruguay</td>
<td>$\pi_{t} = 0.257 \pi_{t-1} + 0.203 \pi_{t-2} + 0.087 \pi_{t-3} + 0.158 \pi_{t-4} + 0.097 \pi_{t-5} + 0.125 \pi_{t-6} + 0.036 \pi_{t-7} + 0.003 \sqrt{h_{t}}$</td>
<td>0.44</td>
<td>-1105</td>
</tr>
<tr>
<td></td>
<td>t.stat (6.071) (5.430) (2.607) (5.090) (9.194) (1.799) (-0.562)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$h_{t} = 0.018 + 0.410 \epsilon_{t-1} + 0.167 \epsilon_{t-1} * I_{t-1} + 0.556 h_{t-1} + 0.116 \pi_{t-1} + 0.225 DMI_{t} - 0.356 DMI_{t} * \pi_{t-1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>t.stat (1.281) (6.059) (1.874) (15.593) (4.209) (3.722) (4.557)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: all numbers in parenthesis indicate the statistic value. To calculate the model, the ARCH maximum variance method was used, as well as the numerical optimization method developed by Breusch, Hall, Hall and Hausman (1974), known as the BHHH algorithm.

Source: prepared by the author.
With respect to the IT regime’s impact on inflation uncertainty, it was found that the intercept and pending coefficients for dummy variable, $\Phi_1$ and $\Phi_2$, both for their combined and individual effect, resulted negative and statistically significant for all the economies that applied the IT scheme. The foregoing proves that uncertainty, in its stable state, has diminished. In this way, the Friedman-Ball hypothesis, which advocates for policies which aim to decrease inflation and reduce the corresponding inflation uncertainty, show empirical evidence in favor of controlling said volatility during the implementation period.

The above is also corroborated visually by the figures in Appendix 2, where an attenuation of the conditional variance is observed, which represents inflation uncertainty in all the economies that have applied IT.

For the conditional mean equation, coefficient $\phi$ demonstrates that inflation uncertainty has a positive impact on the conditional expected value of the inflation rate, a result which is consistent with the fulfillment of the Cukierman and Meltzer hypothesis (1986) for the Bolivian, Mexican and Paraguayan economies. The foregoing indicates that a positive impact of inflation uncertainty on inflation exists. To put it another way, the lowest inflation uncertainty levels drove lower levels of inflation. It can also be observed that the majority of the autoregressive coefficients which conform to the mean inflation equation were statistically significant, which guaranteed an adequate adjustment. Similarly, it should be noted that the conditional variance model took structural breaks into account, yet the asymmetrical GJR-GARCH-M structure did not turn out to be significant.

6. CONCLUSIONS

This research calculates in an empirical way the relationship between inflation and inflation uncertainty in six Latin American economies, for the period comprised from January 1960 to January 2018. From a technical point of view, and following Kontonikas (2004) and Caporale and Kontonikas (2009), a mean AR(p)-GJR-GARCH (1,1) specification was adopted to simultaneously identify the mean and conditional variance.

The sparingly calibrated models capture the most relevant characteristics of the inflation level, to then consider the conditional heteroskedasticity of said variable, which allows for the quantification of volatility persistence (inflation uncertainty). In this way, this methodology captures the asymmetrical effect that good and bad news generate on inflation, and which has been identified by other works (Brunner and Hess, 1993; Fountas et al., 2004; Fountas and Karanassou, 2007). Finally, intervention variables are included in the variance, to encapsulate the effects of structural breaks and the impacts of the adoption of inflation focused regimes in Latin America in the late 1990s.

The empirical results can be summarized as following: 1) Inflation was found to have a positive effect on inflation uncertainty in five out of the six economies being analyzed (Bolivia, Colombia, Mexico, Peru and Uruguay), which supports the Friedman-Ball hypothesis; 2) It is proved that in three economies (Bolivia, Mexico and Paraguay), a significant effect of inflation uncertainty on inflation exists; this effect is positive, a fact which can be taken as evidence of fulfillment of the Cukierman and Meltzer hypothesis,
with respect to an opportunist position on the part of the central banks; 3) They verify that the positive impacts of inflation have a greater significant impact on inflation uncertainty, if they are compared to negative impacts of equal magnitude in the cases of Colombia, Mexico and Peru, while for Uruguay the greater effect comes from negative impacts; 4) After the adoption of the inflation-focused regime, the persistence of volatility diminishes in all of the economies which apply the model—though these results should not be generalized, since Bolivia, a country that has not implemented a NMC model, has also seen a significant reduction in inflation uncertainty, like the other economies.

In the search for macroeconomic stability within the region, policy makers should recognize clearly that inflation volatility increases uncertainty about the future, which results in lower confidence in the implicit prediction of nominal contracts and an increase associated with the liquidity preference of the agents, which is followed by less investment and slow economic growth.
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APPENDICES

Appendix 1. Inflation rates for six Latin American economies and date of IT implementation. Sample period 1960-2018
Source: prepared by the author based on IMF IFS data (2018).
Appendix 2. Inflation rate for six Latin American economies and adoption date of the MIs. Sample period 1990-2018

Source: prepared by the author.

1 For Salama (2012, p. 34), deindustrialization is defined as a decrease in the relative weight of manufacturing industries in the GDP.

2 The inflation phenomenon is not always neutral when it not only raises nominal prices in the economy, but also affects the structure of relative prices, causing disequilibria and adjustments in different markets. In particular, inflation brings distributive effects by virtue of reducing wages and salaries in real terms, while it increases utilities under the same terms. In this way, inflation must be seen as a phenomenon with a distributive character, and not neutral (Hernández et al., 2017).

3 This effect refers to the fact that changes in variable prices tend to be negatively or positively correlated with changes in volatility, which would indicate, for example, that an
increase in active financial risk means a decrease of its value.

A GARCH(1,1) model can be represented as an $A_{ARCH(\infty)}$ process, making it easier to identify and calculate. For example, like an ARMA(1,1) process, it can be written as an $A_{\infty}$ process, a GARCH(1,1) can be written as an $A_{ARCH(\infty)}$ process.

$\sigma_t^2 = \alpha_0 + \alpha_1 \varepsilon_{t-1}^2 + \beta_1 \sigma_{t-1}^2$

$\sigma_t^2 = \alpha_0 + \alpha_1 \varepsilon_{t-1}^2 + \beta_1 (\alpha_0 + \alpha_1 \varepsilon_{t-2}^2 + \beta_1 \sigma_{t-2}^2)$

$\sigma_t^2 = \alpha_0 + \alpha_1 \varepsilon_{t-1}^2 + \alpha_2 \varepsilon_{t-2} + \beta_1 \varepsilon_{t-2}^2 + \beta_2 \sigma_{t-2}^2$

$\sigma_t^2 = \alpha_0 + \alpha_1 \varepsilon_{t-1}^2 + \alpha_2 \beta_1 + \alpha_1 \beta_1 \varepsilon_{t-2}^2 + \beta_1 (\alpha_0 + \alpha_1 \varepsilon_{t-3}^2 + \beta_1 \sigma_{t-3}^2)$

$\sigma_t^2 = \frac{\alpha_0}{1 - \beta_1} + \alpha_1 \sum_{i=0}^{\infty} \beta_1 ^i$