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Resumen—En este articulo presentamos el concepto de los n-
gramas sintacticos no-continuos. En nuestros trabajos previos
hemos introducido un concepto general de los n-gramas
sintacticos, es decir, los n-gramas que se construyen siguiendo las
rutas en un arbol sintactico. Su gran ventaja consiste en que
permiten introducir informacién puramente lingiiistica
(sintactica) en los métodos computacionales de aprendizaje
automatico. Su desventaja esta relacionada con la necesidad de
realizar el analisis sintactico automatico previo. También hemos
demostrado que la aplicacion de los n-gramas sintacticos en la
tarea de atribucion de autoria da mejores resultados que el uso de
los n-gramas tradicionales. Sin embargo, en dichos trabajos sélo
hemos considerado los n-gramas sintacticos continuos, es decir,
durante su construccion no se permiten bifurcaciones en las rutas
sintacticas. En este articulo, estamos proponiendo a quitar esta
limitacion, y de esa manera considerar todos los sub-arboles de
longitud n de un arbol sintactico como los n-gramas sintacticos no-
continuos. Cabe mencionar que los n-gramas sintacticos continuos
son un caso particular de los n-gramas sintacticos no-continuos.
El trabajo futuro debe mostrar qué tipo de n-gramas es mas util y
para qué tareas de PLN. Se propone la manera formal de escribir
un n-grama sintactico no-continuo usando paréntesis y comas, por
ejemplo, “a b [c [d, ¢], f]”. También presentamos en este articulo
ejemplos de construccion de n-gramas sintacticos no-continuos
para los arboles sintacticos obtenidos usando FreeLing y el parser
de Stanford.

Palabras clave—Modelo de espacio vectorial, n-gramas, n-
gramas sintacticos continuos, n-gramas sintacticos no-continuos.

Non-continuous Syntactic N-grams

Abstract—In this paper, we present the concept of non-
continuous syntactic n-grams. In our previous works we
introduced the general concept of syntactic n-grams, i.e., n-grams
that are constructed by following paths in syntactic trees. Their
great advantage is that they allow introducing of the merely
linguistic (syntactic) information into machine learning methods.
Certain disadvantage is that previous parsing is required. We also
proved that their application in the authorship attribution task
gives better results than using traditional n-grams. Still, in those
works we considered only continuous syntactic n-grams, i.e., the
paths in syntactic trees are not allowed to have bifurcations. In
this paper, we propose to remove this limitation, so we consider all
sub-trees of length n of a syntactic tree as non-continuous
syntactic n-grams. Note that continuous syntactic n-grams are the
particular case of non-continuous syntactic n-grams. Further
research should show which n-grams are more useful and in which
NLP tasks. We also propose a formal manner of writing down
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(representing) non-continuous  syntactic n-grams using
parenthesis and commas, for example, “a b [c [d, e], f]”. In this
paper, we also present examples of construction of non-continuous
syntactic n-grams on the basis of the syntactic tree of the FreeLing
and the Stanford parser.

Index Terms—Vector space model, n-grams, continuous
syntactic n-grams, non-continuous syntactic n-grams.
I. INTRODUCCION
N el analisis automatico de lenguaje natural

(procesamiento de lenguaje natural, PLN) y en la
lingiiistica computacional [1] cada vez son mas populares los
métodos relacionados con el aprendizaje automatico
computacional (machine learning, en inglés). Aplicando estos
métodos sc obtienen resultados cada vez mejores [2], [3].

La intencidn principal detras de la aplicacion de los métodos
de aprendizaje automatico es tratar de modelar la formulaciéon
de hipétesis por parte de los lingiistas y su posterior
verificacion. En este caso se sustituye la intuicién humana por
las grandes cantidades de datos textuales, posiblemente con
marcas adicionales hechas manualmente, y por métodos
sofisticados de aprendizaje, que se basan en las matematicas y
en las estadisticas. De ninguna manera se pretende sustituir a
los lingiiistas en el proceso de investigacion, sino desarrollar
herramientas que puedan ser tutiles para ellos. Por otro lado, la
aplicacion de métodos de aprendizaje automatico permite la
evaluacion exacta de las hipétesis, la reproduccion de los
resultados y hasta cierto punto convierte a la lingiistica
computacional en una ciencia mas exacta. En este sentido,
algunas partes de la lingiiistica computacional ya requicren
procedimientos empiricos, cuando la hipétesis formulada se
verifica utilizando los experimentos computacionales basados
en datos, v no s6lo en la intuicién de hablantes nativos o del
propio experimentador.

Los métodos mas utilizados en la lingiiistica computacional
son en su mayoria métodos supervisados, es decir, s¢ utilizan
datos marcados manualmente para realizar entrenamiento. Otra
posibilidad esta relacionada con los métodos no supervisados,
cuando el propio sistema debe aprender directamente de los
datos. Claro esta que es mucho mas dificil utilizar los métodos
no supervisados, porque en este caso en ningun lado se
encuentra una intervencion humana; normalmente para poder
aplicar estos métodos se requiere una gran cantidad de datos.

Por lo mencionado anteriormente, en la lingiistica
computacional ya son aplicables los conceptos de precision y
especificidad (precision y recall, en inglés), que miden la
viabilidad de una hipétesis de manera formal. Igual que el
concepto de linea base (baseline), que corresponde al método
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comunmente aceptado del estado del arte que resuelve el
mismo problema, v que debe ser superado por la hipdtesis
propuesta. Normalmente 1a linea base es un método no muy
sofisticado. Dado que estamos hablando de datos marcados por
seres humanos de manera manual y que se¢ usan para la
verificacién del método, se utiliza el concepto de estdndar de
oro (gold standard). Como es marcado de manera manual, se
supone que no tiene errores (de aqui viene la idea que es de
“oro”), vy si ¢l sistema lo puede alcanzar, entonces el sistema
funciona realmente muy bien. Una cuestion interesante estd
relacionada con la concordancia entre los juicios humanos, es
decir, si los propios seres humanos marcan de manera diferente
algin fendémeno lingiiistico, entonces no podemos esperar que
la maquina resuelva correctamente este mismo fenémeno. Aqui
viene ¢l concepto de la linea tope (fop line, en inglés). Por lo
mismo, ¢s recomendable usar varios evaluadores, y no solo
uno, paratener juicios mejor fundamentados y menos sesgados.

Para realizar los experimentos se utiliza comunmente la
técnica llamada validacidén cruzada de %k volumenes (k-fold
cross validation), donde k tiene un valor numérico,
normalmente igual a 10. La técnica consiste en dividir todos los
datos en 10 (o k) volumenes. Primero se utiliza el volumen 1
para la evaluacién de los resultados del sistema, y los
volumenes 2 a 10 para el entrenamiento, después se elige el
volumen 2 para la evaluacion, y los otros nueve voliimenes para
el entrenamiento, y asi sucesivamente. De esta manera el
sistema es evaluado 10 veces sobre datos diferentes y se entrena
10 veces sobre datos algo diferentes, finalmente se toma el
promedio de las 10 evaluaciones. Notese que es muy
importante no realizar la evaluacion sobre los mismos datos,
sobre los cuales se hizo el entrenamiento: por eso ¢s la division
en k voliimenes.

Para realizar todos los procedimientos descritos, tenemos
que representar ¢l problema de manera formal. E1 modo mas
utilizado de representacidn es el modelo de espacio vectorial
[2], [4]. Se representa ¢l problema como un problema de
clasificacién automatica en un espacio, que ¢s precisamente ¢l
espacio vectorial. Los objetos se representan como conjuntos
de valores de caracteristicas, es decir, a cada objeto le
corresponde un vector de dichos valores (de aqui el término
“espacio vectorial”). Eso significa que cada objeto es un punto
en el espacio multidimensional de caracteristicas. Es muy facil
imaginar este modelo para ¢l caso de dos caracteristicas (dos
dimensiones). Para un mayor numero de dimensiones
simplemente hay que suponer que es similar. Después de
definir el espacio, se define una métrica en este espacio.
Normalmente es la métrica de similitud de objetos, definida por
la similitud de coseno [2], [4]. La idea de dicha similitud es:
mas se parecen los dos objetos entre si, menor es el Angulo entre
ellos en el espacio definido, y por lo tanto mayor es el coseno
de este angulo.

Ahora bien, la siguiente pregunta es: cémo clegir las
caracteristicas para definir el espacio vectorial. En este
momento empiezan a prevalecer las consideraciones
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lingiiisticas: es precisamente la parte lingiiistica que determina
las caracteristicas que podemos elegir. Por ejemplo, 1a idea mas
sencilla utilizada en recuperacion de informacién es utilizar
todas las palabras en varios documentos como Ssus
caracteristicas, y despucs comparar esos documentos: cuantas
mas palabras “iguales” tienen dos documentos, mas se parecen
entre si estos documentos. Asi se construye ¢l espacio vectorial
para la tarea de recuperacién de informacion.

Obviamente en este caso, las ideas de qué tipo de
informacion lingiistica se puede utilizar se restringen por ¢l
requisito formal de utilizar el modelo de espacio vectorial, es
decir, la obligacién de representar los objetos como los
conjuntos de valores de caracteristicas.

La siguiente posibilidad mds utilizada en la practica, y que
ya tiene cierto fundamento lingiiistico, es la idea de utilizar n-
gramas como caracteristicas en el modelo de espacio vectorial.
El concepto de n-grama es realmente muy sencillo: son las
secuencias de palabras (u otros tipos de elementos) segin
aparecen en los textos. Entonces, el fundamento es que se tome
en cuenta la informacién sintagmatica de las palabras.

Sin embargo, seria muy provechoso utilizar conocimiento
aun mas “lingiiistico”, es decir, que involucre mas informaciéon
propiamente lingiiistica, por ejemplo, como en [5], [6], [7].
Como un camino en esta direccién, en nuestros trabajos
anteriores [4], [8], [9], [10] hemos propuesto un nucvo
concepto de n-gramas, que contiene ain una mayor
informacion de naturaleza lingiistica que los n-gramas
tradicionales: n-gramas sintacticos. La idea de los n-gramas
sintacticos consiste en construirlos siguiendo la ruta en el arbol
sintictico. De esa manera los n-gramas sinticticos siguen
siendo n-gramas, pero permiten introducir informaciéon
sintictica [11] en los métodos de aprendizaje automatico.

Sin embargo, en todos esos trabajos hemos propuesto
obtener un n-grama sintactico como un fragmento de una ruta
continua, no se¢ permiten bifurcaciones en la ruta —mas
adelante presentaremos ¢jemplos de eso. En este articulo
vamos a presentar ¢l concepto de n-gramas sinticticos no-
continuos, es decir, siguiendo la ruta en el arbol sintactico, se
permite entrar en las bifurcaciones y regresar.

La estructura del resto del articulo es la siguiente. Primero
discutimos ¢l concepto de los n-gramas sinticticos continuos,
tal como se presentd en nuestros trabajos anteriores. Después
presentamos ¢l concepto de los n-gramas sinticticos no-
continuos. En las siguientes secciones vamos a considerar los
ejemplos de extraccion de los n-gramas sintacticos continuos y
no-continuos para ¢l espafiol y el inglés. Finalmente,
presentaremos las conclusiones.

II. N-GRAMAS SINTACTICOS CONTINUOS

En nuestros trabajos anteriores [4], [8], [9], [10] hemos
introducido el nuevo concepto de los n-gramas sintacticos, €s
decir, n-gramas obtenidos siguiendo las rutas en un arbol
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Tomé el pingajo  en mis  manos y le di un par de  vueltas de_mala_gana

Fig. 1. Arbol sintéctico (analizado por FreeLing) representado con dependencias

]
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]
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un vueltas  de mala_gana
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Fig. 2. Arbol sintactico (analizado por FreeLing) representado con constituyentes

sintictico. Un arbol sintictico de una frase muestra' se presenta
en las fig. 1y 2, utilizando el formalismo de dependencias y
constituyentes. Cabe mencionar que la idea de utilizar
informacion estructural de relaciones de palabras en tarcas
especificas se ha presentado anteriormente [12], [13], [14],
[15], [16], sin embargo, en ninguno de estos trabajos se ha
generalizado, ni se ha relacionado con la idea de los n-gramas.

El trabajo [17] ha propuesto una idea similar en el campo de
analisis semantico, donde la utilidad de la informacidén
sintagmatica se¢ demuestra en tarecas muy especificas de: 1)
“semantic ~ priming”, es decir, los experimentos
psicolingiiisticos sobre la similitud de palabras, 2) deteccion de
sindbnimos en las pruebas TOEFL, y 3) ordenamiento de
sentidos de palabras segtin su importancia.

En nuestra opinidn, este trabajo no tuvo mucha resonancia
en otras tareas de PLN precisamente por no relacionar la
informacion sintactica con los n-gramas, que es la herramienta
principal en la gran mayoria de tareas, ni por mostrar su utilidad

"Frase de una de las obras de A. Conan-Doyle.
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en otras tareas que no son tan especificamente orientadas a la
semantica.

Anteriormente, hemos propuesto varios tipos de n-gramas
sintacticos con base en qué elementos los constituyen:

Elementos 1éxicos (palabras, lemas, o raices),
Etiquetas de las categorias gramaticales (POS tags),
Nombres de las relaciones sintdcticas (SR fags),
Caracteres,

N-gramas sinticticos mixtos (combinaciones de los
tipos anteriores).

Cabe mencionar que para la construccidon de los n-gramas
sintacticos de caracteres es necesario primero construir los n-
gramas sintacticos de palabras y después basandose en éstos
construir los n-gramas de caracteres. Es cuestién de trabajo
futuro verificar si los n-gramas sinticticos de caracteres son
utiles para algunas tareas de PLN. Resulta que la aplicacion de
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y le di un par de vueltas de mala gana

Fig. 3. N-gramas sintacticos continuos en el fragmento del arbol sintactico:
ejemplo de un S-grama

los n-gramas tradicionales de caracteres presenta buenos
resultados en algunas tareas, por cjemplo, en la tarca de
deteccion de autoria [17]. Sin embargo, desde nuestro punto de
vista, la aplicacion de los n-gramas de caracteres es hasta cierto
punto anti-intuitivo, y falta analizar las razones de su
funcionamiento aceptable.

Respecto a los n-gramas mixtos, se deberd analizar a futuro
qué combinaciones de los elementos: palabras, POS-fags, SR-
tags, vy en qué posiciones: al inicio, en medio de un n-grama, o
al final, esta dando mejores resultados.

En [17] se menciona la idea de ponderar las relaciones entre
los elementos de un n-grama sintdctico. Esa idea no nos parece
aplicable directamente en el contexto de modelos de espacio
vectorial, donde los n-gramas son las caracteristicas
(dimensiones del espacio). Sin embargo, esa idea puede ser ttil
en ¢l momento de calcular los pesos de n-gramas sintacticos,
aparte de los valores tradicionales de tf~idf.

En nuestros trabajos anteriores [18] hemos demostrado que
los n-gramas sintacticos pueden dar mejores resultados que los
n-gramas tradicionales. Lo analizamos para el problema de
deteccion de autoria. Sin embargo, los n-gramas sintacticos
pueden ser utilizados en cualquier tipo de problemas donde se
utilizan los n-gramas tradicionales, porque igual permiten la
construccion del modelo de espacio vectorial. La desventaja de
los n-gramas sintacticos consiste en el hecho que se requiere el
analisis sintactico automatico previo, lo que toma cierto tiempo
de procesamiento, aunque no ¢s una limitacién muy seria.
También no para todos los idiomas existen analizadores
sintacticos automaticos, pero si para los idiomas con mayor
presencia en el mundo, como el espafiol o ¢l inglés.

Independientemente del tipo de elementos que constituyen
los n-gramas sinticticos, todos los n-gramas sintacticos
considerados en nuestros trabajos anteriores, son continuos.
Eso quiere decir que la ruta sintactica que estamos siguiendo
nunca tiene bifurcaciones, véase la comparacion de la fig. 3 y
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y le di un par de wvueltas de mala gana

Fig. 4. N-gramas sintacticos no-continuos en el fragmento del arbol
sintactico: ejemplo de un 5-grama

\

y le di un par de  vueltas de_mala gana

Fig. 5. N-gramas sintacticos no-continuos en el fragmento del arbol
sintactico: otro ejemplo de un 5-grama

de las fig. 4 y 5. La ruta marcada con flechas en negrita en la
fig. 3 corresponde a un 5-grama sintactico continuo. En este
caso es: “y di par de vueltas™.

A continuaciéon presentaremos otro tipo de n-gramas
sintacticos, donde se permiten las bifurcaciones.

III. N-GRAMAS SINTACTICOS NO-CONTINUOS

En esta seccion vamos a presentar ¢l complemento (o se
puede considerar como una generalizacion) del concepto de n-
gramas sinticticos continuos: n-gramas sinticticos no-
continuos.

Como se puede observar en la seccidn anterior, la intuicion
detras del concepto de n-gramas sinticticos continuos esta
relacionada principalmente con el hecho de que una secuencia
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a bcde f a b cdef
Fig. 6. Ejemplo de la ambigtiedad en bifurcaciones

de palabras relacionadas puede ser considerada como tal, en su
totalidad.

Sin embargo, existen otros conceptos lingiiisticos
interesantes, que no caben en el modelo de una secuencia
unidimensional, por ¢jemplo, las valencias verbales (o patrones
de reccion) [19], [20]. Por ejemplo, el verbo comprar tiene los
actantes: quién, qué, de quién, por cuanto dinero. Seria muy
interesante tenerlos presentes al mismo tiempo en un n-grama.
Sin embargo, tanto para ¢l caso de n-gramas tradicionales,
como de n-gramas sintacticos, todos esos componentes
hubieran sido separados en n-gramas diferentes. Entonces, la
intuicién detrds del concepto de n-gramas sintdcticos no-
continuos es precisamente tratar de unir las palabras
relacionadas semanticamente, aunque éstas no tengan una ruta
continua, pero si tengan alguna ruta que las conecte.

Es muy facil dar una definicion formal de n-gramas
sintacticos no-continuos: son todos los sub-arboles de longitud
n de un arbol sintactico. En este sentido, digamos, los n-gramas
sintacticos continuos se definen como todos los sub-drboles sin
bifurcaciones de longitud » de un arbol sintdctico. Eso quiere
decir que los n-gramas sinticticos continuos son un caso
particular de n-gramas sintdcticos no-continuos, al aplicar la
definicion propuesta. La longitud de un arbol es el numero de
arcos en este arbol, lo que corresponde al valor de » (en caso
de los n-gramas).

Otro término que podemos proponer para denotar los n-
gramas sintacticos no-continuos, es t-n-gramas (free n-grams,
en inglés) es decir, n-gramas de arboles?.

Es cuestién de un trabajo futuro determinar qué tipo de n-
gramas: continmios 0 no-continuos, son Mmejores para varios
tipos de tareas de la lingiiistica computacional. Es posible que
para algunos tipos de tareas son mejores unos, y para otros tipos
de tareas, otros.

Cabe mencionar que el numero de n-gramas sintacticos no-
continuos e¢s mayor que ¢l de los n-gramas sintacticos
continuos, dado que los 1iltimos son un caso particular de los
primeros.

El algoritmo de construccion (u obtencion) de los n-gramas
sintacticos no-continuos es relativamente sencillo. Para el nodo
raiz hay que considerar todas las posibles combinaciones de sus
hijos con ¢l tamafio no mayor que n, y repetir este
procedimiento de manera recursiva para cada nodo hijo. Y asi

2 La sugerencia de A. Gelbukh es usar el término “t-gramas, drbol-gramas™
(tree grams, t-grams, en inglés), sin embargo nos parece un poco mejor el
término “n-gramas de arboles” (tree n-grams, t-n-grams, en inglés), dado que
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de manera sucesiva hay que pasar por todos los nodos del arbol
sintactico.

Puede surgir la pregunta ;y cémo representar a los n-gramas
sintacticos no-continuos sin utilizar su representacion grafica?
Cabe recordar que los n-gramas sintdcticos continuos son
simplemente secuencias de palabras, pero el caso de los n-
gramas sinticticos no-continuos es diferente. Estamos
proponiendo utilizar los siguientes convenios. Notese que son
convenios, por lo que pueden ser modificados en un futuro.
Dentro de cada n-grama sintictico no-continuo pueden existir
unas partes continuas y una o varias bifurcaciones. Vamos a
separar los elementos continuos de n-gramas con espacios en
blanco —nada mads, y en la parte de la bifurcacién vamos a
poner comas, ademas vamos a usar paréntesis para la parte de
bifurcaciones, dado que posteriormente puede aparecer la
ambigiiedad de estructuras.

Dos ejemplos de los 5-gramas sintacticos no-continuos estan
representados en la fig. 4 y la fig. 5: “y di par [un, de]”, y di
[le, par, de mala_gana]”. Nétese que los paréntesis y las
comas ahora son partes de los n-gramas, pero eso de ninguna
manera impide la identificacidén de los n-gramas sintacticos que

son iguales.

La ambigitiedad puede aparecer por ejemplo, en caso de que
un n-grama tenga dos bifurcaciones y varios fragmentos
continuos. Por ejemplo, el n-grama “a /b, ¢ [d, e, ]y “a [b,
c [d, e], f]” tiene el nodo f o bien como ¢l tercer nodo debajo
del nodo ¢, o bien como ¢l tercer nodo debajo del nodo a, véase
la fig. 6.

Ahora bien, tenemos dos posibilidades de manejar las partes
con bifurcaciones: 1) tal como aparecen en el texto, que es la
manera mas natural, o 2) ordenarlos de alguna manera, por
¢jemplo, alfabéticamente. Esta dltima opcidn nos permite
tomar en cuenta los cambios relacionados con el orden de
palabras. Sin embargo, se necesitan mas investigaciones para
determinar cudl de las dos opciones es mejor y para qué tarea
de PLN.

Otra posibilidad que nos gustaria mencionar es marcar
directamente dentro de los n-gramas sintdcticos no-continuos
su profundidad. La intuicién detras de esta idea es que para
algunos tipos de n-gramas sinticticos no-continuos puede ser
importante su posicion en el arbol sintictico de la oracion. En
este caso la notacion seria: “y; diz pars [uny, deq]”, “y1 diz [les,
pars, de _mala ganas]”. Técnicamente, seria suficiente marcar
el nivel de la primera palabra tnicamente; podemos marcar los
demads niveles también, pero no es estrictamente necesario.

A continuacién vamos a considerar dos ejemplos de
construccidn de n-gramas sinticticos no-continuos, uno para el
espafiol y otro para ¢l inglés, y los comparamos con los n-
gramas sintdcticos continuos.

asi se establece la relacion del término propuesto con el concepto muy
tradicional de los n-gramas. Del otro lado, una consideracion a favor del
término “t-grama” es su forma mas simple.
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IV. EJEMPLO DE CONSTRUCCION DE N-GRAMAS SINTACTICOS
NO-CONTINUOS PARA EL ESPANOL

En esta seccion vamos a presentar ejemplos de la
construccidon de n-gramas sinticticos continuos y no-continuos
para el espafiol. Tomemos la frase muestra:

Tomé el pingajo en mis manos y le di un par de vueltas de
mala gana.

Para construir automaticamente los n-gramas sintacticos, ¢s
necesario aplicar antes un programa de analisis sintactico
automatico, llamado en inglés parser. Para el espafiol hemos
utilizado el programa FreeLing [22], [23], que estd disponible
de manera gratuita.

El analizador sintactico puede construir el arbol utilizando
dos formatos: constituyentes y dependencias. El arbol de
dependencias se presenta en la fig. 1, y el de constituyentes en
la fig. 2. Ambos formatos tienen esencialmente la misma
informaciéon de relaciones de palabras. Para los fines de
construccion de los n-gramas sinticticos nos parece mejor
utilizar las dependencias, porque la representacion es mas
transparente. Sin embargo, de igual manera se puede utilizar el
arbol de constituyentes.

Cabe mencionar que el analizador sintactico primero realiza
el andlisis morfolégico v la lematizacion. Como se puede
observar, a cada palabra de la oracién le corresponde su lema y
la informacién gramatical, por ejemplo, “Tomé tomar
VMIS1S0”. Primero viene la palabra, después el lema, y al final
la informacién gramatical.

La informacién gramatical utiliza el esquema de
codificacion EAGLES, que es el estandar de facto para el
andlisis morfoldgico automatico del espafiol. Por ejemplo, en
la etiqueta VMIS1S0, la primera letra “V” corresponde al
“verbo” (“N” hubiera sido un sustantivo, “A” un adjetivo, etc.),
la “I” es el indicativo, la “S” significa el pasado, “1” es la
primera persona, la otra letra “S” significa “singular’. Como se
puede observar, en cada posicion se codifica un tipo especifico
de la informaciéon gramatical, y cada ctiqueta tiene como
maximo siete posiciones, de las cuales algunos pueden no
usarse en algunos casos, por ¢jemplo, en caso de los
sustantivos.

Primero presentamos los resultados de analisis automatico
de la oracién utilizando ¢l formalismo de constituyentes

(fig. 2).

+coor-vb_|
grup-verb |
+verb_|
+(Tomé tomar VMIS1SO0 -)
]
sn_[
espec-ms_|
+j-ms_|
+(el el DAOMSO -)
]
]

+grup-nom-ms_|[
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+n-ms_[
+(pingajo pingajo NCMS000 -)
|
|
|

grup-sp_|[

+prep_[
+(en en SPS00 -)
]
sn_[
espec-fp_|
+pos-fp_|
+(mis mi DP1CPS -)
]
]
+grup-nom-fp_|
+n-fp |
+(manos mano NCFP0OO -)
]
]
]
]
]

HyyCC-)
grup-verb |
patons_|[

+paton-s_[
+(le 1e PP3CSDO00 -)
|
|

+grup-verb |

+verb_|
+(di dar VMIS1S0 -)
|
|

sn_[

espec-ms_|
+indef-ms_|[
+(un uno DIOMSO -)
]
]
+grup-nom-ms_|[
+n-ms_[
+(par par NCMS000 -)
]
]
sp-de [
+(de de SPS00 -)
sn_|[
+grup-nom-fp_|
+n-fp |
+(vueltas vuelta NCFP0O0O -)
]
]
]
]
]

sadv_|

]

+(de_mala gana de_mala gana RG -)
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| took the scrap in my  hands
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conj

amp

turned it a couple of times unwillingly

Fig. 7. El arbol sintactico del ejemplo para el inglés

F-term |
+(..Fp-)
|
|

Informacién muy similar se presenta utilizando el
formalismo de dependencias en la fig. 1.

coor-vb/top/(y y CC -) |
grup-verb/co-v/(Tomé tomar VMIS1S0 -) [

sn/dobj/(pingajo pingajo NCMS000 -) [
espec-ms/espec/(el el DAOMSO -)

]

grup-sp/sp-obj/(en en SPS00 -) [
sn/obj-prep/(manos mano NCFP00O -) [

espec-fp/espec/(mis mi DP1CPS -)

]

]

|
grup-verb/co-v/(di dar VMIS1S0 -) [

patons/iobj/(le le PP3CSDOO -)
sn/dobj/(par par NCMS000 -) |
espec-ms/espec/(un uno DIOMSO -)
sp-de/sp-mod/(de de SPS00 -) [
sn/obj-prep/(vueltas vuelta NCFPOOO -)
]
]

sadv/cc/(de_mala gana de mala gana RG -)

|
F-term/modnomatch/(. . Fp -)

|

Como ya mencionamos es mas sencillo utilizar las
dependencias, porque ellas practicamente ya contienen los n-
gramas sintacticos.

Se puede observar que las tres palabras “de mala gana”
realmente son un solo adverbio.
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Ahora bien, vamos a presentar los ejemplos de los n-gramas
sintacticos extraidos. Primero presentamos los n-gramas
sintacticos continuos.

Los bi-gramas sintdcticos (en bi-gramas no hay diferencia
entre bi-gramas continuos y no-continuos) son:

y tomé, tomé pingajo, pingajo el, tomé en, en manos, manos
mis, vy di, di le, di par, par un, par de, de vueltas, di
de mala gana.

Los tri-gramas continuos som:

y tomé pingajo, y tomé en, tomé pingajo el, tomé en manos,
en manos mis, y di le, y di par, y di de_mala_gana, di par un,
di par de, par de vueltas.

Los 4-gramas continuos son:

y tomé pingajo el, y tomé en manos, tomé en manos mis, y di
par un, y di par de, di par de vueltas.

No vamos a repetir los mismos elementos —elementos
continuos—, aunque cllos también formen parte de los n-
gramas sinticticos no-continuos. Notese que en este caso
tenemos que usar la notacidn propuesta para los n-gramas no-
continuos para poder distinguirlos de otras configuraciones
posibles. La notacion forma parte de los n-gramas, no ¢s algo
adicional, es el propio n-grama. En los n-gramas sinticticos
continuos las comas no son parte de n-grama, se pueden omitir
poniendo un n-grama por linea. Entonces, como la coma ya es
una parte de la notacidn, para ser mas claros, ahora si vamos a
presentar un n-grama por linea. Entonces, los tri-gramas no-
continuos nuevos en comparacion con los n-gramas no-
continuos som:

tomé [pingajo en]

di [le par]
di [le de_mala_gana]
di [par de_mala_gana]
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par [un de]
Los 4-gramas no-continuos nuevos son:

tomé [pingajo el, en]

tomé [pingajo, en manos]
di [le, par un]

di [le, par de]

di [le, par, de_mala_gana]
di [par un, de_mala_gana]
di [par de, de_mala_gana]
par [un, de vueltas]

V. EJEMPLO DE CONSTRUCCION DE N-GRAMAS SINTACTICOS
NO-CONTINUOS PARA EL INGLES

En esta seccidn vamos a analizar la construccion de n-
gramas sintacticos para el inglés. Para simplificar la
comparacién con el espafiol, tomaremos la traduccion de la
misma frase que en la seccidn anterior, la fig. 7, —en este caso
la figura se generd de manera automatica.

1 took the scrap in my hands and turned it a couple of times
unwillingly.

Si vamos utilizar el mismo analizador sintictico, es decir,
FreeLing, los resultados van a ser muy similares. Vamos a
probar con otro analizador sintactico para el inglés que también
es bien conocido —analizador sintdctico de Stanford (Stanford
parser) [24]. El arbol de constituyentes es como sigue:

(ROOT
(S
(NP (PRP I)
(VP
(VP (VBD took)
(NP (DT the) (NN scrap))
(PP (IN in)
(NP (PRP$ my) (NNS hands))))
(CC and)
(VP (VBD turned)
(S
(NP (PRP it))
(NP
(NP (DT a) (NN couple))
(PP (IN of)
(NP (NNS times) (NN unwillingly)))))))
o))

En este parser, para el arbol de dependencias se usa una
representacién muy simple, pero expresiva: nombre de la
relacion, dos palabras (o sus POS tags, o lemas) junto con sus
nameros en la oracién. Primero se menciona la palabra
principal vy después la dependiente, es decir, el orden de las
palabras es importante. Esta informacién permite construir el
arbol sintdctico de manera tinica.

nsubj(took-2, I-1)
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root(ROOT-0, took-2)
det(scrap-4, the-3)
dobj(took-2, scrap-4)
prep(took-2, in-5)
poss(hands-7, my-6)
pobj(in-5, hands-7)
cc(took-2, and-8)
conj(took-2, turned-9)
nsubj(couple-12, it-10)
det(couple-12, a-11)
xcomp(turned-9, couple-12)
prep(couple-12, of-13)
nn(unwillingly-15, times-14)
pobj(of-13, unwillingly-15)

Cabe mencionar que hemos desarrollado un programa en el
lenguaje de programacion Python que convierte el formato de
dependencias de FreeLing al formato de dependencias de
Stanford parser. Un problema relacionado con esa conversion
consiste en que el formato de FreeLing no contiene los numeros
de palabras en la oracidn, por lo que no se¢ puede reconstruir el
arbol de entrada en todos los casos, pero eso no afecta la
construccidn de los n-gramas sintacticos: se asigna un nimero
consecutivo para identificar las palabras.

Se puede observar que aunque la frase es muy parecida, el
otro parser aplicé otras reglas, especificamente, manejé de
manera diferente 1a conjuncidon y cometié varios errores: por
ejemplo, con unwillingly, relacionandolo con of y no con
turned; con it, relacionandolo con couple y no con turned. Sin
embargo, e¢so no afecta de manera conceptual nuestra
discusién, va que nuestra tarea no es mejorar algun parser.
Ahora procedamos a la construccion de los n-gramas
sintacticos continuos y no-continuos.

Los bi-gramas sintacticos (recordemos que no hay diferencia
entre los bi-gramas sintacticos continuos y no-continuos) son:

took I, took scrap, scrap the, took in, in hands, hands my,
took and, took turned, turned couple, couple it, couple a, couple
of of unwillingly, unwillingly times.

Los tri-gramas sintacticos continuos son:
took scrap the, took in hands, in hands my, took turned

couple, turned couple it, turned couple a, turned couple of
couple of unwillingly, of unwillingly times.

Los 4-gramas sintacticos continuos son:

took in hands my, took turned couple it, took turned couple
a, took turned couple of turned couple of unwillingly, couple
of unwillingly times.

Como en ¢l gjemplo anterior no vamos a repetir los mismos
elementos, aunque los n-gramas continuos forman parte de los
n-gramas sintacticos no-continuos.
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Los tri-gramas no-continuos nuevos son (puede ser que
algunos de ellos son errores del parser, eso no afecta la idea
propuesta dado que son errores de otro tipo, que se puede
corregir mejorando el propio parser):

took [I, scrap]
took [1, in]

took [1, and |
took [1, turned]
took [scrap, in]
took [scrap, and]
took [scrap, turned]
took [in, and]
took [in, turned]
took [and, turned]
couple [it, a]
couple [it, of]
couple [a, of]

-~

Los 4-gramas no-continuos nuevos son:

took [I, scrap the]

took [in, scrap the]

took [and, scrap the]
took [turned, scrap the]
took [1, in hands]

took [scrap, in hands]
took [and, in hands]
took [turned, in hands]
took [I, scrap, in]

took [I, scrap, and]

took [, scrap, turned]
took [scrap, in, and]
took [scrap, in, turned]
took [in, and, turned]
couplelit, a, of]
couplelit, of unwillingly]
couplefa, of unwillingly]

Notese que en este caso hemos tomado los elementos de los
n-gramas sintacticos no-continuos en su orden de aparicion en
el texto. Como mencionamos, otra opcidn es ordenarlos de
alguna manera, por ¢jemplo, alfabéticamente.

VI. CONCLUSIONES

En este articulo hemos discutido cémo se realiza la
investigacion en la etapa moderna de la lingiistica
computacional, sobre todo relacionada con el uso de los
métodos de aprendizaje automatico [25], v hemos presentado
una idea novedosa de n-gramas sinticticos no-continuos como
posibles caracteristicas en un modelo de espacio vectorial. Lo
hemos comparado con nuestra idea presentada anteriormente
de n-gramas sinticticos continuos.

Hemos considerado dos ¢jemplos para ¢l espafiol ¢ inglés,
brevemente hemos presentado el algoritmo de construccion de
los n-gramas sinticticos no-continuos y hemos propuesto la
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notacidn formal de su representacion. La notacidén —las comas
y los paréntesis— es importante porque sin ella no hay manera
de mantener la estructura —en principio multidimensional—
de los n-gramas sintacticos no-continuos.

Se mnecesitan multiples estudios experimentales para
determinar qué pardmetros de construccion de los n-gramas
sintacticos no-continuos son mejores v para qué tipo de tareas
existentes dentro de la lingiiistica computacional.
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