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Resumen—En este artı́culo presentamos un trabajo sobre
análisis de opiniones llevado a cabo gracias a un enfoque
innovador basado en fusión de ontologı́as. El objetivo de este
trabajo es permitir que dos empresas puedan intercambiar y
compartir los resultados de los análisis de las opiniones de sus
productos y servicios.

Palabras clave—Minerı́a de opiniones, mapeo y fusión de
ontologı́as, Web 2.0, Empresa 2.0.

Opinion Mining using Ontolgies

Abstract—In this paper we present a work dealing with opinion
analysis carried out thanks to an innovative approach based
on ontology matching. The aim of this work is to allow two
enterprises to share and merge the results of opinion analyses
on their own products and services.

Index Terms—Opinion mining, ontology matching and
merging, Web 2.0, Enterprise 2.0.

I. INTRODUCCIÓN

PARA una pequeña y mediana empresa (empresa) tanto la
cantidad como la calidad de información no tiene precio.

El principal objetivo de la información es la de apoyar a la
toma de decisiones, puesto que con ella se tendrán más bases
sustentables para poder decidir cuáles son los pasos a seguir
y qué rumbo hay que tomar para lograr los objetivos que
se planificaron. Es por ello que en una empresa se le debe
de poner una atención sumamente especial a la información
que se genera cada dı́a, la adecuada interpretación de ésta
establecerá los cimientos necesarios para consolidarse como
una Empresa 2.0 de éxito en el mercado. La información
le permitirá identificar cuáles son las fortalezas con las que
cuenta y cuáles las debilidades y sectores vulnerables que
presenta como organización. Teniendo en cuenta estos datos
podrá tener una planificación más alcanzable y factible, ya que
podrá identificar donde tiene que aumentar los esfuerzos y que
parte de la empresa necesita mayor atención. Hoy en dı́a, la
principal fuente de información para conocer los puntos fuertes
y débiles de una organización es a través de las opiniones que
generan los propios consumidores.

En la actualidad, una gran cantidad de las compras y de los
servicios contratados que se efectúan, no están condicionados
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por las sugerencias de las campañas de publicidad y los
trucos del marketing, sino por los comentarios que otros
consumidores han escrito en los múltiples foros virtuales
(públicos y privados) que hoy ofrece la Web 2.0. Con la
explosión de la Web 2.0, plataformas como blogs y redes
sociales, los consumidores tienen a su disposición un lugar
donde compartir sus experiencias con las diferentes marcas
y donde poder dar sus opiniones, positivas o negativas
sobre cualquier producto o servicio. Las principales empresas
empiezan a darse cuenta que estos comentarios de los
consumidores pueden manejar la enorme influencia en la
formación de las opiniones de otros consumidores. Las
empresas que deseen crecer deben de responder a las
perspicacias de los consumidores, y es por todo esto que
tienen la obligación de analizar los medios de comunicación
sociales, para obtener la información adecuada para modificar
sus mensajes de marketing, modificar el desarrollo de los
productos, etc [1].

Gracias a la Web 2.0 gana peso la opinión del ciudadano
frente a las marcas y sus técnicas comerciales más
tradicionales. Según el Instituto Nacional de Estadı́stica
(INE1), el 80% de los internautas reconoce que acude a la
red para informarse sobre productos, marcas y servicios. En
otro estudio realizado en 2009 por la Asociación para la
Investigación de Medios de Comunicación (AIMC2), el 75.5%
de internautas españoles admite haberse documentado en
internet durante el último año, como paso previo a formalizar
una compra de productos o servicios.

Dadas estas circunstancias, los responsables del marketing
de las empresas tienen la obligación de supervisar en las
redes sociales la información relacionada con sus productos
y servicios. Sin embargo, en lo últimos años se ha producido
una explosión en la Web 2.0 sin precedentes, ocasionando que
la supervisión manual de las opiniones de los consumidores se
convierta en un trabajo irrealizable. La empresa Technorati3

especializada en blogs estima que 75.000 nuevos blogs son
creados diariamente, con 1,2 millones de nuevos comentarios
cada dı́a en las que el consumidor comenta sobre productos y
servicios.Con estos datos las empresas se ven en la necesidad
de aunar esfuerzos por encontrar un método automático que
sea capaz de analizar las opiniones de los consumidores.

Efectivamente, encontrar un método capaz de clasificar
automáticamente, como positivas o negativas, las opiniones
en un texto, serı́a de enorme utilidad para el marketing de

1http://www.ine.es
2http://www.aimc.es/aimc.php
3http://www.technorati.com/
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las empresas; del mismo modo que para aquellos que buscan
información a partir de grandes cantidades de noticias y de
datos Web [2]; incluso también se beneficiarı́an los sistemas
de recomendación y colaboración [3].

En este artı́culo proponemos un método automático para
clasificar la polaridad de las opiniones. Sin embargo, al igual
que las empresas están interesadas en las opiniones de los
consumidores, también están interesadas en conocer de qué
producto o caracterı́stica del producto están opinando. Este
hecho se ve reforzado puesto que en una misma opinión se
puede comentar dos conceptos diferentes del mismo dominio
con polaridades distintas; es más, incluso en una misma frase.
Por ejemplo:

El hotel era bonito aunque las habitaciones estaban sucias

En esta frase el hotel tiene una polaridad positiva; pero por
otro lado, las habitaciones tiene una polaridad negativa; por
otro lado, en general esta opinión es positiva. El interés de una
empresa no es solamente conocer la polaridad de la opinión
en conjunto, sino conocer que caracterı́sticas de un producto,
gustan o no a los consumidores. Esto ayudará a una empresa a
mejorar el producto o servicio según los gustos de los clientes.
Volviendo al ejemplo, no sólo es interesante conocer que el
cliente esté de acuerdo, sino poder saber que cierto aspecto,
en este caso concreto las habitaciones, podrı́an mejorarse.

Es por esto que, dado que las empresas disponen de
una ontologı́a propia en la cual se incluyen todos sus
productos, hemos basado nuestro algoritmo en ontolgı́as para
poder encontrar todas aquellas opiniones realizadas sobre los
productos pertenecientes a ésta.

Sin embargo, dado el coste de conseguir la opinión de los
consumidores, puede que varias empresas decidan compartir
e intercambiar la información que poseen sobre las opiniones
de los consumidores, o incluso, llegado el caso extremo en
el que dos empresas se fusionen. En estos casos, se debe
de encontrar algún método que sea capaz de poder analizar
automáticamente las opiniones de los clientes y además que
sea compatible con las diferentes ontologı́as. Por este motivo,
proponemos un algoritmo que incluye dentro del análisis de
opiniones, una fusión de ontologı́as.

El objetivo de este artı́culo es un estudio preliminar sobre
el análisis de opiniones con ontologı́as dentro del dominio
del turismo. Para ello nos ponemos en la piel de dos
empresas dedicadas al turismo las cuales analizarán opiniones
de consumidores sobre conceptos del dominio del turismo y
después simularemos que dichas empresas deciden compartir
la información.

El artı́culo está organizado de la siguiente manera: en la
sección 2 se introduce el problema del análisis de opiniones,
el análisis de opiniones basado en ontologı́as, y expone el
algoritmo propuesto. En la sección 3, se introduce el problema
de la fusión de ontologı́as. En la sección 4 exponemos
los resultados obtenidos en los experimentos de fusión de
ontologı́as, y posteriormente, los experimentos en el análisis

de opiniones con ontologı́as. Finalmente en la sección 5
comentamos las conclusiones y la lı́nea a seguir.

II. ANÁLISIS DE OPINIONES

En la actualidad la información se ha convertido en los
cimientos que sostiene al mundo empresarial. La información
facilita a la empresa la identificación de sus puntos fuertes,
y mucho más importante, sus puntos débiles donde deberá
aumentar sus recursos para crecer en el mercado. La mayor
fuente de información existente es la Web 2.0, puesto que
gracias a las redes sociales, los consumidores tienen a su
merced un espacio donde compartir las experiencias vividas
con las diferentes marcas. Para las empresas es de vital
importancia poder disponer de dicha información.

No obstante, en la actualidad se generan al dı́a una
gran cantidad de blogs con sus respectivos comentarios,
llegando incluso a generar millones de comentarios al dı́a.
Como consecuencia, una supervisión manual de las diferentes
opiniones de los consumidores se convierte en una tarea
irrealizable. Sin embargo, la información proporcionada por
los comentarios de los consumidores es la materia prima más
preciada con la que una Empresa 2.0 puede construir su futuro;
y es por esto que las empresas realizan continuos esfuerzos
para encontrar un método automático que sea capaz de analizar
las opiniones de los consumidores.

A. Subjetividad y Opiniones

La adquisición de la polaridad de las palabras y frases
es en sı́ misma una lı́nea activa de investigación dentro
del análisis de sentimientos, promovido por el trabajo de
Hatzivassiloglous y McKeown en la predicción de la polaridad
o la orientación semántica de los adjetivos [4]. Desde entonces
se han propuesto varias técnicas para determinar la polaridad
de palabras: desde medidas probabilı́sticas de asociación de
palabras [5], ası́ como técnicas que explotan la información
sobre relaciones léxicas [6], [7], y utilizando glosas [8] por
ejemplo de WordNet [9].

Hasta la actualidad se han realizado diversos trabajos
dentro de la disciplina de minerı́a de opiniones con diferentes
objetivos: desde determinar si un texto contiene opiniones,
es decir, clasificar un texto como subjetivo u objetivo tales
como [10], [11], hasta trabajos que se centran en determinar la
polaridad (orientación semántica) a nivel de palabras y frases,
tales como [12], [13], [14], [15]; existen también estudios
donde no sólo determinan la polaridad sino el nivel de ésta, es
decir, si es alto/medio/bajo positivo/negativo [16], [17], [18],
[19].

Otros estudios relacionados con el análisis de opiniones se
centran en la extracción de emociones a partir del texto [20],
[21], [22], [23]; otros en cambio se centran en la extracción del
opinante para tareas de búsqueda de respuesta (QA, por sus
siglas en inglés) de opiniones [24]; también, existen estudios
destinados a encontrar las tendencias de los consumidores
en los blogs [25], [26]. Otros trabajos relacionados miden la
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influencia que tienen las opiniones introducidas en los blogs
sobre los consumidores [27], [28], [29].

B. Análisis deOopiniones basado en Ontologı́as

Sin embargo, la mayorı́a de los trabajos anteriormente
mencionados, se centran en la obtención de la opinión sobre
un tema especı́fico. Muy pocos tienen en cuenta que un
tema puede estar dividido en diferentes subtemas, los cuales
describen dos aspectos distintos del tema. Es más, dos
subtemas del mismo tema pueden tener polaridades opuestas.
Uno de los primeros estudios que se centra en este aspecto
fue el trabajo realizado por Hu y Liu [30], el cual se centra
en la obtención de las opiniones sobre las propiedades de un
producto. Dichas propiedades se obtenı́an utilizando minerı́a
de asociación entre palabras.

Recientemente se han realizado dos trabajos con el objetivo
de calcular la polaridad por medio de las propiedades de un
concepto, pero a diferencia del trabajo de Hu y Liu, en estos
trabajos construyen primero las ontologı́as del dominio al que
pertenecen los textos del corpus y, a partir de éstas, extraen los
calificativos de las propiedades de los productos que aparecen
en los textos.

El primer trabajo de ellos es el estudio de Zhou y Chaovalit
en [3]. En dicho estudio el primer paso que se realiza es
generar una ontologı́a; la generación de esta ontologı́a se
realiza manualmente por analistas a partir del corpus que
posteriormente se utilizará para los experimentos de minerı́a
de opiniones. Una vez construı́da la ontologı́a, suponen que
dado un concepto c de la ontologı́a, el cual está descrito con
n propiedades: p1, p2, ..., pn, y que en un texto t se puede
expresar opiniones sobre cualquiera de estas propiedades; por
tanto, de acuerdo con el número de propiedades de c, t puede
dividirse en m segmentos (siendo m < n). Es decir que, la
predicción de la polaridad de t se define como:

polaridad(t) =

 positivo, si

(
1

m

n∑
i=1

wivi ≥ 0

)
negativo, en caso contrario

(1)

siendo wi ∈ [0, 1] el peso de la propiedad pi y vi ∈ [−1, 1]
el valor de la polaridad de la propiedad pi calculadas por
estimación de máxima verosimilitud.

El otro estudio que se ha realizado hasta ahora sobre
análisis de opiniones basado en ontologı́as, es el trabajo de
Zhao y Li en [31]. En este estudio, se genera una ontologı́a
automáticamente a partir del corpus que posteriormente se
utilizará para el análisis de opiniones. Una vez generada la
ontologı́a, los autores proponen extraer los calificativos de las
propiedades de los conceptos por medio de la ontologı́a, para
posteriormente identificar la polaridad de dichos calificativos
utilizando la herramienta SentiWordNet4. Una vez extraı́dos
los calificativos y calculado sus polaridades, obtienen la

4http://sentiwordnet.isti.cnr.it/

Fig. 1. Algoritmo para el análisis de opiniones via fusión de ontologı́as.

orientación semántica del texto a partir de la jerarquı́a de la
ontologı́a, para ello calculan la orientación negativa, positiva
y neutra según las siguientes ecuaciones:

ophlc(neg) =

∑
ch nodewsi∈neg

score(ch nodewsi∈neg)

|ch nodewsi∈neg|
(2)

ophlc(pos) =

∑
ch nodewsi∈pos

score(ch nodewsi∈pos)

|ch nodewsi∈pos|
(3)

ophlc(neu) =

∑
ch nodewsi∈ne

score(ch nodewsi∈ne)

|ch nodewsi∈ne|
(4)

donde |ch nodewsi | representa la cardinalidad de todos los
hijos con la misma opinión. Por último, escogen como
orientación del texto aquella de las tres que es mayor que
el resto.

C. Análisis de Opiniones via Fusión de Ontologı́as

Sin embargo, cuando dos empresas tengan la necesidad de
compartir información sobre las opiniones de los productos
(o llegado el caso en que dos empresas se fusionen), hay
que encontrar una manera para poder analizar las opiniones
y posteriormente enviar la información a ambas empresas
intentando perder lo menos posible de ésta. Para dicho
problema proponemos un algoritmo de análisis de opiniones
via fusión de ontologı́as. Se puede ver un esquema de dicho
algoritmo en la figura 1. El algoritmo propone que la empresa
e1 obtenga la polaridad de los conceptos de su ontologı́a (O1),
del mismo modo la empresa e2 obtendrá la polaridad de los
conceptos de su ontologı́a O2. Posteriormente se realizará una
fusión de ontologı́as mediante una ontologı́a general O (upper
ontology, de nivel más alto) y a través de ésta, se realizará un
cálculo de la orientación semántica de la opinión t mediante
la ecuación:

osneg(t) =
∑
c∈O

vneg(c) (5)
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Fig. 2. Algoritmo para la identificación de la polaridad de conceptos.

ospos(t) =
∑
c∈O

vpos(c) (6)

donde c son los conceptos que pertenecen a la ontologı́a O,
vneg(p) es la polaridad negativa de la propiedad p y vpos(p)
la polaridad positiva. Por tanto, la orientación semántica de la
opinión (t) se define como:

polaridad(t) =

{
positivo, si ospos(t) > osneg(t)
negativo, en caso contrario (7)

Para la obtención de la polaridad de los conceptos y
propiedades de las ontologı́as se propone los siguientes pasos
(se puede ver un esquema en la figura 2):

– En el primer paso etiquetamos cada una de las palabras de
los textos (Part Of Speech tagger); para este paso hemos
utilizado el toolkit GATE5.

– Posteriormente, buscamos las frases que contienen algún
concepto (c) de la ontologı́a (Oi); para ello buscamos
en cada texto los nombres (o grupos de nombres) que
coinciden con un concepto de la ontologı́a. Para aquellas
frases que no contengan ningún concepto de la ontologı́a,
utilizamos WordNet6 (WN) para encontrar sinónimos de
los nombres que aparecen en la frase, que pueden ser
sinónimos a su vez, de algún concepto de la ontologı́a.

– Seguidamente, extraemos de las frases obtenidas en el
paso anterior, los adjetivos adyacentes de cada concepto
(adj(c)).

– En el siguiente paso obtenemos la polaridad de los
adjetivos utilizando SentiWordNet (SWN).

5http://gate.ac.uk/
6http://wordnet.princeton.edu/

– Comprobamos que la frase es afirmativa, en caso
contrario, invertimos la polaridad que nos devuelve
SentiWordNet.

– Guardamos las polaridades de cada concepto en un
archivo XML con los datos del concepto y el valor de la
polaridad.

Hay que destacar, como ya hemos comentado, tanto en
el estudio de Zhou y Chaovalit como en el de Zhao y
Li, la ontologı́a utilizada se crea a partir del corpus que
posteriormente se utilizará en los experimentos para el análisis
de opiniones, por otro lado en nuestro trabajo utilizamos
ontologı́as existentes con anterioridad. Nuestra opinión es que
esta forma es la más cercana al problema del mundo real,
puesto que las empresas tienen una ontologı́a propia y no
creemos que sea adecuado modificar su ontologı́a para realizar
la búsqueda de opiniones.

Sin embargo para la realización de nuestro algoritmo hemos
de encontrar un método de fusión de ontologı́as que sea eficaz.

III. FUSIÓN DE ONTOLOGÍAS

Las empresas interactuan con la información almacenada
mediante ontologı́as, las cuales proveen un vocabulario de
un dominio especı́fico y una especificación de los términos
utilizados en dicho vocabulario [32]. Sin embargo, la
capacidad de los humanos para tener diferentes puntos de vista
de un mismo concepto no tiene lı́mites. Por ello, no es de
extrañar que diferentes analistas, desarrolladores e ingenieros
del conocimiento tengan diferentes conceptos de la realidad
sobre un mismo dominio, generando diferentes ontologı́as.

Sin embargo, por circunstancias del mercado las empresas
pueden fusionarse, y en este caso es necesario no perder
ninguna información almacenada anteriormente por cada una
de ellas, sobre todo teniendo en cuenta lo esencial que es la
información. Tampoco serı́a coherente utilizar dos ontologı́as
distintas para un mismo dominio en una misma empresa. Por
tanto, el primer paso técnico con relación a la información
que se realiza es encontrar las relaciones semánticas entre los
conceptos de las diferentes ontologı́as. Este proceso se conoce
como fusión de ontologı́as [32].

Realizar la fusión manualmente es un trabajo laborioso,
y que en la mayorı́a de los casos se convierte en
imposible. Por consiguiente, es necesario encontrar un método
(semi-)automático que facilite la fusión entre diferentes
ontologı́as. El problema de la fusión entre ontologı́as puede
ser abordado desde diversos puntos de vista y este hecho
se refleja en la variedad de métodos de fusión que se han
propuesto en la literatura. Muchos de ellos tienen sus raı́ces
en el problema clásico de la fusión de esquemas en el área
de las bases de datos, tales como Artemis [33], COMA [34],
Cupid [35], Similarity Flooding [36]...; mientras que otros han
sido especı́ficamente diseñados para trabajar con ontologı́as,
como son GLUE [37], QOM [38], OLA [39], S-Match [40],
ASCO [41], PROMPT [42], HCONEE-merge [43] y SAMBO
[44]. Algunos de estos métodos se basan en el razonamiento
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formal de la estructura de las descripciones de la entidad como
S-Match y OLA; otros en cambio, utilizan una combinación
de similitud y grafos de razonamiento como en Similarity
Flooding; e incluso otros se basan en algoritmos de aprendizaje
automático como GLUE.

En estas investigaciones se explota la información
lingüı́stica, la estructura de la información ası́ como el dominio
del conocimiento para encontrar un buen alineamiento entre
los elementos de cada ontologı́a [45]. Algunos resultados
experimentales de algunas herramientas sobre un test estándar
de parejas de ontologı́as aparecen en I3CON 20037, EON
20048 y OAEI 20059. Dos buenas revisiones sobre los trabajos
realizados para el estudio de la fusión de ontologı́as puede
encontrarse en [46], [47].

A. Ontologı́as de Nivel más Alto

Una ontologı́a de nivel más alto (upper ontology), como se
define en [48], es una ontologı́a independiente del dominio,
que proporciona un marco por el cual distintos sistemas
pueden utilizar una base común de conocimiento y desde el
cual se pueden derivar ontologı́as de dominio especı́fico. Los
conceptos expresados son destinados a ser fundamentales y
universales para garantizar la generalidad y la expresividad de
una amplia gama de dominios [49]. Una ontologı́a de nivel
más alto se caracteriza a menudo como la representación de
conceptos que son básicos para la comprensión humana del
mundo [50].

Existen varias ontologı́as de nivel más alto implementadas,
como BFO [51], Cyc [52], DOLCE [53], GFO [54], PROTON
[55], Sowa’s ontology [56] y SUMO [57]. Se puede encontrar
una comparación de las distintas ontologı́as de nivel más alto
mencionadas anteriormente en [58].

En nuestros experimentos hemos utilizado SUMO y
OpenCyc. En los siguientes sub-apartados describimos cada
una de estas ontologı́as generales.

1) SUMO: SUMO10 (Suggested Upper Merged Ontology)
es una ontologı́a creada por Teknowledge Corporation11

con una amplia contribución de la lista de correo SUO12

(Standard Upper Ontology), y fue propuesta como documento
de iniciación para el Grupo de Trabajo SUO [57], un grupo
de trabajo con colaboradores de los campos de la ingenierı́a,
la filosofı́a y ciencias de la información. SUMO es una de las
más grandes ontologı́as formales públicas existentes hoy dı́a.
Cuenta con 20.000 términos y 70.000 axiomas cuando todos
los dominios son combinados. SUMO está compuesto por
una ontologı́a de nivel medio (MId-Level Ontology (MILO)),
ontologı́as de comunicaciones, paı́ses y regiones, computación
distribuida, economı́a, finanzas, componentes de ingenierı́a,
geografı́a, gobierno, militar, sistema de clasificación industrial

7http://www.atl.external.lmco.com/projects/ontology/i3con.html
8http://km.aifb.uni-karlsruhe.de/ws/eon2004/
9http://oaei.inrialpes.fr/2005/
10http://dream.inf.ed.ac.uk/projects/dor/sumo/
11http://www.teknowledge.com/
12http://suo.ieee.org/

TABLA I
ONTOLOGÍAS USADAS EN LOS EXPERIMENTOS.

Ontologı́as Conceptos

ETP-tourism 194
qallme-tourism 125

Tourism-ProtegeExportOWL 86
TravelOntology 35

e-tourism 20

de Norte América, gente, los elementos fı́sicos, cuestiones
internacionales, transporte, aeropuertos mundiales y armas de
destrucción masiva.

2) OpenCyc: El Cyc Knowledge Base13 (KB) es una base
de conocimiento multicontextual desarrollada por Cycorp.
Cyc es una representación formalizada de una cantidad
enorme de conocimiento fundamental humano: hechos, reglas
básicas, y heurı́sticas para razonar sobre los objetos y los
acontecimientos de la vida cotidiana. Cyc KB consiste en
términos y las aserciones que relacionan los términos.

KB Cyc se divide en varias microteorı́as, cada una es
esencialmente un conjunto de las aserciones que comparten
un juego común de suposiciones; algunas microteorı́as son
enfocadas en un dominio particular de conocimiento, en un
nivel particular de detalle, etc.

Actualmente, el KB Cyc contiene casi doscientos mil
términos y varias docenas de aserciones introducidas
manualmente sobre cada término. Cyc es un producto
comercial, sin embargo Cycorp dispone de una versión de
código abierto OpenCyc14.

IV. EXPERIMENTOS EN EL DOMINIO DEL TURISMO

La intención de los experimentos es la de validar el
algoritmo propuesto de análisis de opiniones via fusión
de ontologı́as en el dominio del turismo. Para ello hemos
realizado dos fases de experimentos: en la primera fase, se ha
realizado un estudio para encontrar el método más idóneo para
la etapa de fusión de ontologı́as en el dominio del turismo; y en
la segunda fase, se han realizado los experimentos dedicados a
la validación del algoritmo propuesto de análisis de opiniones
via fusión de ontologı́as en el dominio del turismo.

A. Fusión de Ontologı́as con SUMO y OpenCyc

Para realizar la búsqueda de ontologı́as existentes de en el
dominio del turismo, hemos utilizado Swoogle15. Tras estudiar
las ontologı́as existentes en el dominio del turismo, hemos
seleccionado para nuestros experimentos las ontologı́as que se
muestran en la tabla I.

Hemos empezado creando un alineamiento manual entre
todas las ontologı́as, para utilizarlo como base para
medir la calidad de los alineamientos generados por las
técnicas utilizadas en los experimentos. Posteriormente, hemos

13http://www.cyc.com
14http://opencyc.org/
15http://swoogle.umbc.edu/
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realizado los tests sobre los métodos directos. Para estas
pruebas hemos utilizado la API de Euzenat16, la cual es una
API para la ejecución de alineamientos entre ontologı́as. El
Alignment API permite la ejecución de diferentes medidas de
distancia entre textos. En los tests hemos utilizado las medidas
equal que compara si el texto es exacto, SMOA [59] y por
último, la distancia de edición de Levenshtein [60].

Seguidamente, hemos realizado las pruebas con las técnicas
vı́a ontologı́as de nivel más alto. Para ello hemos utilizado la
API desarrollada en [61]. La API está desarrollada en Java y
permite la ejecución de dos métodos diferentes17:

– El método no estructurado: los conceptos c ∈ o y c′ ∈ o′

están relacionados si corresponden al mismo concepto
cu ∈ u, donde u es la ontologı́a de nivel más alto; o y
o′ son las ontologı́as a fusionar.

– El método estructurado: los conceptos c ∈ o y c′ ∈ o′

están relacionados si:

– Los conceptos c y c′ corresponden al mismo
concepto cu ∈ u, por tanto están relacionados con
una medida de confianza de conf1 ∗ conf2.

– El concepto c corresponde al concepto cu, c′

corresponde con el concepto c′u, y c′u es un
super-concepto de cu en u (o viceversa), por tanto
están relacionados con una medida de confianza de
conf1 ∗ conf2 ∗ df .

– El concepto c corresponde al concepto cu, c′

corresponde con el concepto c′u, y c′u tiene algún
super-concepto en común con cu, por tanto están
relacionados con una medida de confianza de conf1∗
conf2 ∗ df2.

En la ejecución primero hemos utilizado la API de Euzenat
entre la ontologı́a de nivel más alto y cada una de las
ontologı́as a alinear. Al utilizar la API de Euzenat nos permitı́a
ejecutar cada una de las funciones de distancia anteriormente
citadas. Una vez realizados los alineamientos de las ontologı́as
seleccionadas con las ontologı́as de nivel más alto utilizamos
la API de [62] para realizar los alineamientos estructurados y
no estructurados. Este proceso lo realizábamos para cada una
de las dos ontologı́as de nivel más alto.

En la tabla II18 aparecen los resultados obtenidos en
los experimentos para el alineamiento entre las ontologı́as
ETP-tourism19 y qallme-tourism20. Los campos que aparecen
en la tabla corresponden a: función de distancia (Dis),
ontologı́a de nivel más alto utilizada (UO), método
estructurado o no estructurado (Met), número de alineamientos
encontrados (Enc), número de alineamientos correctos (Cor),
y las tres medidas: precisión (Pre), recall (Rec) y F-measure

16http://alignapi.gforge.inria.fr/
17Información detallada puede verse en [62]
18Las limitaciones de espacio nos impiden ilustrar el resto

de alineamientos; para una descripción más detallada véase
http://users.dsic.upv.es/grupos/nle/?file=kop4.php

19http://www.info.uqam.ca/Members/valtchev p/ mbox/ETP-tourism.owl
20http://qallme.fbk.eu/

TABLA II
RESULTADOS DE MAPEO DE ONTOLOGÍAS.

Dis UO Met Enc Cor Pre Rec F-M

Man. None None 98 98 1.00 1.00 1.00

equal None None 195 80 0.41 0.82 0.55
smoa None None 221 84 0.38 0.86 0.52
Lev. None None 205 82 0.40 0.84 0.54

equal Sumo NoSt 18 14 0.78 0.14 0.24
smoa Sumo NoSt 415 83 0.20 0.85 0.32
Lev. Sumo NoSt 264 74 0.28 0.76 0.41

equal Sumo Str 20 14 0.70 0.14 0.24
smoa Sumo Str 461 83 0.18 0.85 0.30
Lev. Sumo Str 264 74 0.28 0.76 0.41

equal Cyc NoSt 38 16 0.42 0.16 0.24
smoa Cyc NoSt 143 80 0.56 0.82 0.67
Lev. Cyc NoSt 122 78 0.64 0.80 0.71

equal Cyc Str 53 16 0.30 0.16 0.21
smoa Cyc Str 200 80 0.40 0.82 0.54
Lev. Cyc Str 144 78 0.54 0.80 0.64

(F-M). Por último, hemos señalado en la tabla los mejores
resultados para cada test en las diferentes medidas.

Observando los datos podemos destacar que al aplicar la
técnica de matching vı́a ontologı́as de nivel más alto con el
método no estructurado [61] obtenemos una ganancia media
de precisión frente a los métodos directos, de alrededor del
4,3 % para SUMO y de un 36,6 % para OpenCyc. En recall
se produce una pérdida media de 31,2 % para SUMO y de 30
% para OpenCyc. Y finalmente, en F-measure se produce una
pérdida media de 39,6 % para SUMO y una ganancia media
de 1,3 % para OpenCyc. En cambio, al aplicar la técnica
de matching vı́a ontologı́a de nivel más alto con el método
estructurado obtenemos una pérdida media de precisión frente
a los métodos directos del 3,97 % para SUMO y una ganancia
media de un 4,5 % para OpenCyc. En recall se produce
una pérdida media de 31,2 % para SUMO y de 30 % para
OpenCyc. Y finalmente, en F-measure se produce una pérdida
media del 41 % para SUMO y de 13,2 % para OpenCyc.

Estos datos nos podrı́an indicar que se obtienen mejores
resultados con las técnicas directas que realizando el mapeo
vı́a ontologı́as de nivel más alto. Sin embargo, en los diferentes
experimentos se ha comprobado que conforme aumenta el
número de términos de cada ontologı́a, es notable una mejora
en los métodos utilizando ontologı́as de nivel más alto respecto
a los métodos directos en cuanto a las medidas de precisión
y F-measure, y una mı́nima pérdida en recall. Esta mejorı́a
se nota sobre todo al utilizar OpenCyc como ontologı́a de
nivel más alto. Este hecho se puede comprobar en la tabla II.
Esto nos puede dar un indicio de que cuanto mayor son las
ontologı́as es preferible utilizar las técnicas vı́a ontologı́a de
nivel más alto.

Por tanto, hemos decidido utilizar para el paso de fusión
de ontologı́as, los métodos no estructurados vı́a ontologı́a de
nivel más alto, seleccionando Cyc como ontologı́a de nivel más
alto, y utilizando como ontologı́as de origen ETP-tourism y
qallme-tourism.
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TABLA III
RESULTADOS OBTENIDOS DIVIDIENDO EL CORPUS.

Ontologı́a Num. Acc.

ETP Tourism 1.500 72,41 %
qallme-tourism 1.500 70,92 %

Mapeo de ontologı́as 3.000 71,13 %

B. Análisis de Opiniones con OpenCyc

Una vez validado el método para la fusión de ontologı́as,
hemos realizado los experimentos para el análisis de opiniones
vı́a fusión de ontologı́as. Para la realización de dichos
experimentos hemos creado un corpus formado por 3.000
textos de opiniones (1.500 positivos y 1.500 negativos)
extraı́das desde TripAdvisor21. Los textos corresponden a
conceptos como hoteles, restaurantes y ciudades. TripAdvisor
nos ofrecı́a una ventaja, ya que en este blog los usuarios
no sólo escriben sus opiniones sino que además puntúan
el producto entre Excelente, Muy bueno, Regular, Malo y
Pobre. De esta forma no tenı́amos que analizar las opiniones
manualmente para clasificar el valor de la orientación
semántica de cada una de ellas.

En los experimentos hemos intentado simular como
actuarı́an dos empresas dedicadas al dominio del turismo
para obtener información sobre algunos productos ofertados.
Para ello primero realizarán cada una de ellas un proceso
de análisis de opiniones sobre el corpus creado con dos
diferentes ontologı́as del dominio del turismo. Posteriormente,
suponemos que las empresas desean intercambiar información,
o compartirla, o en un caso extremo que dos empresas
se fusionen, por tanto realizarán un proceso de fusión de
ontologı́as. Con estos experimentos podremos tener una base
para decidir la validez de nuestro algoritmo basado en la fusión
de ontologı́as para el análisis de opiniones.

Para poder medir la eficacia del algoritmo propuesto,
hemos realizado dos diferentes experimentos: en el primer
experimento hemos separado el corpus para cada una de las
dos empresas, con la intención de simular que ocurrirı́a si
dos empresas analizan diferentes textos antes de compartir la
información sobre el análisis de opiniones; y en el segundo,
hemos utilizado el corpus completo para las dos ontologı́as,
simulando que dos empresas analizan anteriormente los
mismos textos.

En la tabla III se muestran los resultados obtenidos en el
primer experimento. Un dato destacable es que tras realizar el
proceso de fusión de ontologı́as se obtiene una tasa de aciertos
(Acc) de 71,33 % que es cercano al obtenido por separado en
cada ontologı́a, incluso es superior al obtenido con la ontologı́a
qallme-tourism. Estos resultados nos dan a entender que al
realizar el proceso de fusión de ontologı́as no se pierden datos
referentes al proceso de análisis de opiniones realizado con
antelación.

21http://www.tripadvisor.com

TABLA IV
RESULTADOS OBTENIDOS CON EL CORPUS COMPLETO.

Ontologı́a Num. Acc.

ETP Tourism 3.000 72,2 %
qallme-tourism 3.000 71,2 %

Mapeo de ontologı́as 3.000 71,33 %

Fig. 3. Resultados de minerı́a de polaridad.

Los resultados del segundo experimento realizado el proceso
de calcular la polaridad para cada ontologı́a con el corpus
completo se muestra en la tabla IV. Como se observa en
los resultados tras realizar el proceso de fusión de ontologı́as
es muy similar al obtenido en el experimento anterior. Estos
resultados nos dan a entender que al realizar el proceso de
fusión de ontologı́as no se pierden datos referentes al proceso
de análisis de opiniones realizado con antelación.

En la figura 3 se muestra una comparación entre los
resultados obtenidos mediante nuestro algoritmo propuesto
y utilizando un método de aprendizaje automático como
support vector machine (SVM). La figura muestra que nuestro
algoritmo incrementa el porcentaje de aciertos casi en dos
puntos, de un 69,5 % a un 71,33 %. Es más también se
observa que nuestro algoritmo tiene menos diferencia entre
los resultados obtenidos con las opiniones positivas y las
negativas, que utilizando SVM donde los resultados con las
opiniones positivas son mucho mayores que en las negativas.

Una interesante observación que se desprende de los
resultados de los experimentos y que se ve reflejado en
la figura 3 es la diferencia de porcentajes de aciertos que
existe cuando examinamos únicamente las opiniones positivas
frente a cuando examinamos las opiniones negativas. Esto no
ocurre únicamente con nuestro algoritmo propuesto, sino que
también cuando utilizamos SVM. Analizando los textos que
componen nuestro corpus hemos observado que las personas
cuando estamos en desacuerdo con algún producto o servicio
tenemos cierta tendencia a utilizar la ironı́a y el sarcasmo
[63], [64]. Éste provoca que al extraer los adjetivos para
obtener la orientación semántica, éstos tendrán la polaridad
cambiada, llevando a clasificar los textos con la polaridad
incorrecta. Pero este hecho, aunque es mucho más frecuente en
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opiniones negativas, también se utiliza pero con menor medida
en opiniones positivas.

V. CONCLUSIONES Y TRABAJO FUTURO

En este trabajo se ha presentado un método para el análisis
de opiniones vı́a fusión de ontologı́as. Esta fusión permitirá a
empresas poder compartir y/o intercambiar información sobre
las opiniones de los consumidores con respecto a productos.
Sin embargo, se ha demostrado la dificultad que entraña la
tarea de analizar las opiniones en la Web 2.0 de los usuarios
de blogs a través de una ontologı́a, principalmente cuando
esta ontologı́a esta preestablecida. En estudios anteriores como
[31] y [3], las ontologı́as en cambio se generaban a partir
del corpus con lo que facilitaba la búsqueda de conceptos.
Sin embargo, creemos que nuestros experimentos están más
próximos al problema del mundo real, puesto que las empresas
ya poseen de antemano una ontologı́a del dominio. No
obstante, hemos comprobado cómo al realizar el proceso de
fusión de ontologı́as no se pierde prácticamente ningún dato
de los anteriormente calculados por el análisis de opiniones.

Un hecho resaltable en el proceso de fusión de ontologı́as
es que conforme aumenta el número de términos de las
ontologı́as orı́genes, se obtiene mejores resultados utilizando
los métodos vı́a ontologı́as de nivel más alto respecto a los
métodos directos en relación con las medidas de precisión
y F-measure, y una leve pérdida en recall. En cuanto a las
ontologı́a de nivel más alto, se observa que con OpenCyc hay
una leve mejora frente a SUMO, en precisión y F-measure,
y una mayor mejorı́a de más del 10 % en recall. Por tanto,
es lógico pensar que es preferible utilizar en el dominio del
turismo OpenCyc.

Para un futuro estudio serı́a interesante utilizar no sólo los
adjetivos para hallar la polaridad de los textos sino también
verbos o adverbios. Otro aspecto interesante a tener en cuenta
en futuros trabajos serı́a introducir algún método automático
para detectar la ironı́a y el sarcasmo. Esto nos ayudarı́a a poder
clasificar correctamente la polaridad, ya que si utilizamos
el sarcasmo podemos invertir la polaridad de sus palabras.
Detectar automáticamente el sarcasmo serı́a efectivo sobre
todo para mejorar el porcentaje de aciertos en las opiniones
negativas.
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