EFFICIENT CIRCUIT IMPLEMENTATION OF MORLET WAVELETS
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ABSTRACT

A family of versatile building blocks intended for the implementation of Morlet wavelets is proposed. The circuits are compact, fully programmable, and well suited for low-voltage and low-power applications. The resulting wavelet is temperature compensated and low sensitive to process parameter variations. Using current sources can independently control the main wavelet parameters. Hspice and breadboard results demonstrate the feasibility of both the wavelet realization and proposed circuits.

RESUMEN

Se presentan varios circuitos para la realización de ondoletas tipo Morlet “Morlet wavelets”. Los bloques básicos son compactos, programables, y pueden ser utilizados en aplicaciones donde se requiera bajo voltaje de alimentación y bajo consumo de potencia. La arquitectura propuesta está compensada en temperatura y es poco sensible a la variación de los parámetros del proceso de fabricación. Las principales características de los circuitos son controladas por medio de fuentes de corriente. Resultados de simulación y experimentales de la ondoleta y los bloques básicos, muestran la funcionalidad y versatilidad de los circuitos propuestos.
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1. INTRODUCTION

Programmable gaussian functions are often used in wavelet transforms for the time-frequency representation of signals. The wavelet transform is also used in image processors, data compression systems, analysis of biomedical signals, and complex signal analyzers [1-4]. The circuit implementation for this transform involves several repetitive building blocks with similar functional characteristics. Both linear and non-linear circuits are main functional blocks. Therefore, the implementation of wavelet transforms requires precise, compact, and fully-programmable circuit elements.

Recently, wavelet transforms have been implemented using digital circuit techniques [5-10]; however, the practical impact of these realizations in battery-operated systems has been limited mainly because they require large amounts of silicon area. Also, the implementation of the Continuous Wavelet Transform (CWT) has been reported in the literature [11-13]. A family of gaussian functions with identical window shape can implement the CWT. These windowing functions, known as “mother” wavelets, control the localization in time (or space) and frequency [1, 2]. Gaussian windows minimize Heisenberg’s uncertainty principle for the time-frequency representation of signals. Also, gaussian functions are often used in adaptive algorithms, pattern classification, and radial basis neural algorithms [14-
More recently, wavelet transforms have also been used in real time applications; e.g. hearing aid devices to improve the intelligibility in the presence of noise [18] and detection of transients in power systems [19]. The last systems are software based; hence the speed of such systems is rather limited by the data acquisition board (analog-digital and digital-analog conversions) and extensive computations. Analog solutions get ride of these drawbacks.

Gaussian circuit realizations have been recently reported in the literature [20-22]; however, in order to take full advantage of the computational properties of wavelet transforms, efficient and versatile implementations of gaussian function generators are required. In this paper, we propose several building blocks for the analog circuit implementation of fully programmable Morlet wavelets that fulfill these requirements. By using bipolar current sources, the peak gain, standard deviation and mean value can be independently programmed. In addition, the resulting structure is insensitive to both temperature and process variations. Although we focus on the implementation of the Morlet wavelet, which is generated by gaussian windows, the circuits may also be used for other applications.

Design considerations for the Morlet wavelet are discussed in section 2, followed by the building blocks description given in section 3. Simulated and experimental results showing the performances of the proposed structure are given in section 4, and finally the conclusions are given in section 5.

2. DESIGN CONSIDERATIONS FOR THE MORLET WAVELET

The mother Morlet wavelet is a modulated function composed of two quadrature components, characterized by the following equation:

\[ w_{s,t}(t) = \left[ \cos \omega_0 \left( \frac{t-t_0}{s} \right) + j \sin \omega_0 \left( \frac{t-t_0}{s} \right) \right] h_{s,t}(t), \]

where

\[ h_{s,t}(t) = \frac{1}{\sqrt{s}} e^{-\frac{1}{2} \left( \frac{t-t_0}{s} \right)^2}, \]

and \( s \) and \( t \) represent the scale and translation of the windowed function \( h_{s,t}(t) \), respectively. The term \( 1/s^{1/2} \) in (2) is given for energy normalization at different scales [1-3]. According to these expressions, the circuit realization of Morlet wavelets requires normalized gaussian windows and two components in quadrature. A block diagram representation of these equations is depicted in Fig. 1.

Due to its complexity, the most critical building block is the normalized gaussian function circuit in which the peak gain must be adapted according to the scale parameter as shown in (2). In this work, the circuit implementation of both a gaussian function generator \( h_{s,t}(t) \) and the imaginary component of the Morlet wavelet are presented.
3. GAUSSIAN FUNCTION CIRCUIT IMPLEMENTATION

The proposed circuit realization is based on the translinear principle using bipolar devices [23]. The gaussian function circuit is composed of four basic building blocks: a two-quadrant squarer circuit, a linearized OTA, a gaussian function circuit, and a square root circuit. It can be noted in (2) that the exponent is always negative; hence four quadrant multipliers are not needed for its implementation, instead the two quadrant squarer shown in Fig. 2 is used [23].

Neglecting the base currents and using typical circuit analysis techniques, it can be shown that the output current is given by the following expression
\[ i_r = \frac{(i_s - i_\mu)^2}{4I_\sigma}, \]  

(3)

where the currents \( i_r, i_s, i_\mu \) and \( I_\sigma \) are defined in Fig. 2. It should be noted that for proper operation of the circuit the condition \((i_s + I_\sigma) > i_\mu\) must be satisfied.

If \( i_r \) is converted to voltage in a linear fashion by using a linear resistor, and the resulting voltage is converted to current by another bipolar transistor, the gaussian function is obtained. The basic principle is depicted in Fig. 3a [24].

![Image of circuit diagram]

**Figure 3. Current-mode gaussian function circuit using**

**a) floating resistor [24] and b) proposed implementation using a grounded resistor**

The input impedance of \( Q1 \) must be large enough to convert the output current of the two quadrant squarer \( i_s \), given by (3), into the resistance voltage drop \( v_R = R_i \). Hence, the internal voltage \( V_{BE2} \) is determined by the following expression

\[ V_{BE2} = V_{BE1} - R(i_r - I_{B1}) = V_{BE1} - R\left( i_r - \frac{I_G}{\beta} \right), \]

(4)

where \( V_{BE1} \) is given by

\[ V_{BE1} = V_{th} \ln \left( \frac{I_G}{I_S} \right). \]

(5)

Notice that in expression 4, we are not neglecting the base current \( I_{B1} (= I_G / \beta; \beta \) is the transistor ac current gain) because \( i_r \) might be very small. \( Q2 \) converts the equivalent voltage \( V_{BE2} \) to the output current. Using (4) and (5), the output current can be obtained as

\[ i_{out} = I_S e^{\frac{V_{BE2}}{V_{th}}} = \left( I_G e^{\frac{R_i G}{\beta V_{th}}} \right) e^{-\frac{R_i}{V_{th}}}. \]

(6)
Notice in this equation that large resistors should be avoided otherwise the dc current flowing through the resistor might increase drastically the output current. If \( R I_G \ll V_{th} \), in accordance with (3) and (6), the output current for the gaussian function circuit can be expressed as

\[
i_{out} = I_G e^{-\left(\frac{R}{V_{th}}\left(\frac{(x-x_0)^2}{4\sigma^2}\right)\right)}.
\]  

(7)

As can be seen in this expression, the output current represents the required gaussian behavior.

A proposed circuit implementation using a grounded resistor is shown in Fig. 3b. In this topology, due to intrinsic feedback (Q3), the impedance seen from the emitter of Q1 is relatively large (\( \approx \beta R_e \)). The input current \( i_r \) flows through the resistor \( R \), generating a small signal voltage drop proportional to the input current. This voltage is superimposed with the fixed base-emitter voltage of Q1, and it is converted into current by Q2. By using conventional circuit analysis techniques it can be shown that the resulting output current \( i_{out} \) is given by (7).

A drawback of the implementations shown in Fig. 3 is their temperature dependence (\( V_{th} = kT/q \)), as noted in equation (7). Besides, the output current depends on the absolute value of the resistance; typically it is temperature sensitive and its value is not well controlled in IC implementations. On-chip resistors present tolerances of around \( \pm 30\% \). Fortunately, a resistor based on the small signal transconductance of a bipolar transistor compensates for these effects. For a bipolar transistor, its equivalent small signal resistance \( (1/g_m) \) is proportional to \( V_{th} \), which cancels out the exponent of (7); hence, temperature invariance is achieved. Although a single transistor in diode configuration satisfies these conditions, its linear range is limited to less than \( \pm 10 \text{ mV} \) for low distortion applications. In this work the linearized operational transconductance amplifier shown in Fig. 4 is employed.

The amplifier connected in a unity gain configuration presents a small signal resistance given by

\[
R = \frac{4V_{th}}{I_B}.
\]  

(8)

Figure 4. Linearized operational transconductance amplifier used as an active resistor to compensate temperature variations of the gaussian circuit
Note that the condition $R<<E\sigma$ (required in equation 7) can be easily guaranteed. Using expression (8) into (7), the output current for the gaussian function circuit becomes temperature insensitive, and the input/output relationship yields

$$i_{out} = I_G \frac{(i_x - i_\mu)^2}{l_B l_\sigma}.$$  

(9)

The resulting structure is accurate and versatile. According to this result, by using the currents $I_\sigma$, $i_\mu$, and $I_G$ the gaussian output current parameters can be independently programmed. The current source $I_\sigma$ is used to control the scale of the gaussian window while the translation is adjusted by the current source $i_\mu$. The peak current gain is programmed by the current source $I_G$, and the current source $I_B$ can be made proportional to the scale control current ($I_B = I_\sigma/4$), and the output current becomes

$$i_{out} = I_G \frac{4(i_x - i_\mu)^2}{l_\sigma^2},$$

(10)

leading to a compact, precise and versatile gaussian function circuit.

4. MORLET WAVELET CIRCUIT IMPLEMENTATION

In order to preserve the energy of the gaussian window, the output current must be adjusted when the scale factor is varied. By comparing the ideal normalized gaussian window, in (2), and the relationship expressed by (10), it is clear that the current source $I_G$ must be proportional to the term $1/s^{1/2}$ ($= 1/I_\sigma^{1/2}$). For this purpose, the square root circuit shown in Fig. 5 allows us to generate the normalized control current, leading to

$$I_G = \frac{\sqrt{l_1^3}}{\sqrt{I_\sigma}},$$

(11)

where $l_1$ is a DC current, and will be fixed for proper operation of the circuit.

![Figure 5. Circuit used to generate a current proportional to $I_\sigma^{1/2}$](image)

Replacing (11) in (10), the output current results in

\[ i_{\text{out}} = \frac{\sqrt{I_1^3}}{\sqrt{I_\sigma}} e^{-\frac{4(i_x - i_\mu)^2}{I_\sigma^2}}. \]  

(12)

Note in this expression that \( i_{\text{out}} \) satisfies all the windowed function conditions in (2). In (12), the current source \( I_\sigma \) controls the scale parameter and the peak gain of the energy normalization scheme of the mother wavelet. The translation is adjusted by the current source \( i_\mu \). The complete circuit implementation is depicted in Fig. 6.

![Circuit diagram](image_url)

*Figure 6. Normalized windowed gaussian function implementation for Morlet wavelets*

In Fig. 7, the solid line corresponds to the Hspice simulated circuit’s output current while the dashed line corresponds to the exact gaussian function given by eq. (12). The difference between these curves is less than 3%. Simulated results show that temperature variations in the range -50°C to +80°C produce output function deviations of less than ±3%.

![Graph](image_url)

*Figure 7. Output Current for both exact gaussian function (dashed line), and circuit (Hspice simulation)*
For the Morlet wavelet implementation, (see equation 1) the sinusoidal input signal must be multiplied by the output of the normalized gaussian function circuit by a four-quadrant multiplier. The circuit shown in Fig. 8(a) realizes this function, which is an enhanced version of the circuit reported in [25].

\[
i_{om} = \frac{i_{sin} \cdot i_{out}}{I_{BM}}.
\]  

(13)

The current source \(i_{sin}\) and \(i_{out}\) are the sinusoidal current source and the gaussian output current, respectively. Transistors Q1-Q4 carry out the multiplication. If \(i_{sin}, i_{out} \leq I_{BM}\) and the \(\beta\) effects are neglected, the output current becomes

\[
i_{om} = \frac{i_{sin} \cdot i_{out}}{I_{BM}}.
\]

The transistor QB is used to bias properly Q4. In order to minimize silicon area, the reference voltage \(V_B\) generated by the bias current \(I_{BM}\) can be shared in large systems. The basic principle for this voltage generator is depicted in Fig. 8b. For proper operation of the circuit, the current \(I_{MAX}\) must be large enough to carry multiple currents when several multiplier cells are connected to the common voltage \(V_B\).

5. EXPERIMENTAL RESULTS

The architecture was implemented with discrete arrays of bipolar transistors (\(\beta=100\)). We show the experimental results obtained for the gaussian function circuit and the normalized gaussian window, respectively. Also, measurements for the imaginary component of the Morlet wavelet are presented. For these results, the supply voltages used were ±1.5V.

In order to show the versatility of the proposed Gaussian function generator, the \(I_G\) current generator circuit was disabled in the results presented in Figs. 9-11; these results correspond to the realization of equation (9). The bias conditions for the transistors were, \(I_{G}=750\ \text{nA}, I_B=500\ \text{nA}\) and \(I_{V}=2.5\ \mu\text{A}\).

The standard deviation/scale programmability by using current source \(I_\sigma\) is shown in Fig. 9; for these results \(I_\sigma\) was varied in the range 1.8\(\mu\text{A}-2.5\mu\text{A}\). Note in this figure that neither the peak gain nor the symmetry of the gaussian function are affected. Measured results showing the peak gain programmability, by adjusting the current source \(I_\sigma\), are depicted in Fig. 10. In these results, \(I_G\) was varied from 325-775 nA. Experimental results demonstrating the programmability of the mean value or the translation parameter by varying the current source \(i_\mu\) are shown in Fig. 11.
For these results $i_p=0$ was used for the central curve, while $i_p=-1.4\mu A$ and $i_p=1.4\mu A$ were employed for the left and right-hand side plots, respectively.

*Figure 9. Standard deviation programmability for the gaussian function circuit: Experimental results*

*Figure 10. Experimental results showing the peak gain programmability of the proposed structure*
The results obtained for the Morlet wavelets are presented in Figs. 12-14. The results for the normalized windowed gaussian function with constant energy are sketched in Fig. 12. $I_x$ was varied in the range $1.75\mu A$ to $6.72\mu A$; the effect of the energy normalization, $I_G$ generator shown in Fig. 5, can be noted in these results. The bias conditions for these results were $I_I=1.9\mu A$, and $i_p$ was set to zero.

The imaginary component of the Morlet wavelet using the four-quadrant multiplier depicted in Fig. 8 is presented in Fig. 13. The time to current conversion was carried out using a 660Hz triangular input signal, and the frequency of the sinusoidal input was 5KHz.
The versatility of the proposed architecture is shown in Fig. 14; several imaginary components of the Morlet wavelet in the time domain are depicted. The design conditions and output current for these experimental results are summarized in Table I.

### Table I. Experimental results for several imaginary components of the Morlet wavelet shown in Fig. 14

<table>
<thead>
<tr>
<th>Panel</th>
<th>( f_{\text{wavelet}} ) (kHz)</th>
<th>( I_\sigma ) (μA)</th>
<th>( f_{\text{sinusoidal}} ) (kHz)</th>
<th>( i_{\text{om}} ) (nA &lt;sub&gt;pp&lt;/sub&gt;)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel 1</td>
<td>1</td>
<td>2.1</td>
<td>7</td>
<td>500</td>
</tr>
<tr>
<td>Panel 2</td>
<td>0.66</td>
<td>3.4</td>
<td>5</td>
<td>300</td>
</tr>
<tr>
<td>Panel 3</td>
<td>0.49</td>
<td>5.0</td>
<td>3.3</td>
<td>240</td>
</tr>
<tr>
<td>Panel 4</td>
<td>0.33</td>
<td>7.1</td>
<td>2.3</td>
<td>200</td>
</tr>
</tbody>
</table>

*Figure 14. Experimental results: Several imaginary components of the Morlet wavelet. \( i_{\text{om}} \) is the output current*

6. CONCLUSIONS

Circuits based on the translinear principle intended for the implementation of Morlet wavelets have been described. The main circuit parameters can be programmed independently by current sources. The proposed structure is precise, fully programmable, and relatively insensitive to both process parameters tolerances and temperature variations. Simulated results including temperature variations in the range of -50°C to 80°C have shown output function deviations of less than ±3%. In addition, the proposed structure is compact, which makes it suitable for IC integration. Experimental breadboard results have demonstrated the feasibility of the proposed architecture. The building blocks can also be used for the implementation of many other non-linear functions.
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