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Abstract: With the rise of the Internet, we now have a lot of information at our disposal. We are 
swamped from many sources — news, social media, to name a few, office emails. This paper addresses 
the problem of reading through such extensive information by summarizing it using text summarizer 
based on Abstractive Summarization using deep learning models, i.e., using bidirectional Long Short-
Term Memory (LSTM) networks and Pointer Generator mode. The LSTM model (which is a modification 
of the Recurrent Neural Network) is trained and tested on the Amazon Fine Food Review dataset using 

the Bahadau Attention Model Decoder with the use of Conceptnet Numberbatch embeddings that are 
very similar and better to GloVe. Pointer Generator mode is trained and tested by the CNN / Daily Mail 
dataset and the model uses both Decoder and Attention inputs. But due 2 major problems in LSTM 
model like the inability of the network to copy facts and repetition of words the second method is, i.e., 
Pointer Generator mode is used. This paper in turn aims to provide an analysis on both the models to 
provide a better understanding of the working of the models to enable to create a strong text 
summarizer. The main purpose is to provide reliable summaries of datasets or uploaded files, 
depending on the choice of the user. Unnecessary sentences will be rejected in order to obtain the 

most important sentences. The use of different parameters for measuring the performance of the 
model helped to analyze its efficiency in terms of Cosine Similarity of sentence and Model: 0.29277002, 
at the 200th epoch we obtained a ROUGE 1, ROUGE 2 and ROUGE L scores of 22.16, 38.76 and 39.12. 
Also Training accuracy of 0.9817 and Training loss of 0.0312 was obtained at the 200th epoch. 
 

∗Corresponding author. 
E-mail address: asharmila@vit.ac.in (A. Sharmila). 

Peer Review under the responsibility of Universidad Nacional Autónoma de México. 

 

http://dx.doi.org/10.1016/j.jart.2017.02.005 
1665-6423/© 2017 Universidad Nacional Autónoma de México, Instituto de Ciencias Aplicadas y Tecnología. 
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/). 

https://www.icat.unam.mx/
mailto:asharmila@vit.ac.in
https://www.unam.mx/


 
 

 

Saroj Anand Tripathy, A. Sharmila / Journal of Applied Research and Technology 73-86 

 

Vol. 21, No. 1, February 2023    74 

 

1. Introduction 
 

Research in the field of text analysis is currently underway. We 

have two main approaches to summarizing the text. 

• Extractive method, which selects specific keywords from 

the input for the output generation, tends to work with this 

model, but does not produce structured sentences correctly 

as it simply selects words from the input and copies them to 
the output, but does not really understand the phrases, 

consider it to be a highlight. 

• Abstractive method It is building a neural network to really 

develop the relationship between input and output, not only 

copy words, it would use this method, it would look like a pen.  

The most demanding problem, however, is the abstract 

summary. This is an area where machine learning has 
progressed slowly. It's a difficult problem, because creating 

abstract resumes requires the subject and natural language to 

be controlled properly, something that can be difficult tasks 

for a machine. 

Encoder — Bidirectional LSTM layer which extracts original 

text information. The two-headed LSTM reads one word at a 
time and since it is an LSTM, it updates its hidden state by 

referring to the word you read earlier and the words you read. 

Decoder — LSTM unidirectional layer which produces one 

word at a time. When the full source text is read, the LSTM 

decoder begins to operate when the signal is received. It uses 

encoder information as well as what was previously written to 

create a probability distribution in the following word. 
Attention Mechanism — Encoder and decoder are the 

building blocks, but the historical decoder 's architecture was 

not very successful by itself. The decoder input without 

attention is the final hidden status of the encoder, which could 

be a 256 or a 512-dimensional vector and would become a 

bottleneck of information if we imagine this small vector could 

not have the information all in it. The decoder can access the 
hidden middle states of the encoder via the attention 

mechanism and use all this information to decide which word 

to follow. 

The above architecture is good enough to begin, as the 

Pointer generator shows, but two problems are presented in 

the summaries: 
• Summaries reproduce factual details sometimes wrongly 

(for example Germany beat Argentina 3–2). In rare or non-

vocabulary words such as 2–0, this is particularly common. 

• Often repeated summaries. (e.g. beats Germany, beats 

Deutschland etc.) 

This is solved by the Pointer Generator model through the 

creation of a pointer mechanism which enables you to switch 
between text generation and source copying. Consider the 

pointer as a probability scale from 0 to 1. If the model is 1, the 

abstract value is generated, and when it is 0, the word 

extractive value is generated. 

2. Literature review 

 
Heading: left justified, in 10-point Arial bold font, sentence-
case (capitalization of only the first word, proper nouns and as 

dictated by other specific English rules; e.g., “The 

technological history of Japan”). Several studies have been 

conducted on text synthesizing using various methods, 

algorithms and models in order to understand how these 

models are designed to enable both text summarization and 

text failure, which allows a better path to apply new models. 
Madhuri & Kumar (2019) introduce a new statistical method in 

which an extractive text description can be drawn up in a 

single document. The phrase extraction process is presented 

which gives a short format to the idea of an input text. 

Sentences are classified by weight allocation and are classified 

by weight. High-ranking phrases are removed from the input 

document in such a way that essential phrases are extracted 
that produce a high-quality summary of the input document 

and store the summary as audio. 

Devasena and Hemalatha (2012) proposed the research 

project consisting of automatic categorization of text and a 

brief analysis approach for the structure of the input text. This 

(Devasena & Hemalatha, 2012) work uses a three-stage 
procedure for reducing rule (TRD), namely Token Creation, 

Features Identification, Categorization and Summary, to 

derive the text structure of an input text. This analyzer is tested 

and gives remarkable results with sample input text. Extensive 

experiments validate the choice of parameters and the 

effectiveness of our approach to text classification. This work 

can also be extended to include indexation for document 
retrieval, organization and maintenance of large web 

resources catalogs, automatic metadata extraction, and Word 

sense ambiguity. 

To obtain a briefer summary of the text, Gunawan et al. 

(2019) conducted research to reduce like phrases from multi-

document documents that share similar information. This 

study uses an online article mix, divided into six categories, to 
achieve this objective. Combined papers are pre-processed to 

generate a concise text. After a simple word is received, this 

study uses the TextRank algorithm to extract important 

phrases with similarity measures. A summary of the text is 

provided in this process. However, the summary text also has 

the same phrases. The next measurement process for 
reducing similar phrases is the maximum marginal 

importance (MMR). The outcome of this process is a review of 

the final text. In the assessment, the average F-score is 0.5103 

and 0.4257, respectively ROUGE-1 and ROUGE-2. In this paper, 

Reategui et al. (2012), discusses a mining tool that can extract 

text graphs and offers students an abstract for their use. The 

text summary method relies on the use of graphs as graphic 
organizers, so that students can reflect on the principal ideas 

of the text before going on the actual work of writing. The 
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experiment showed that the tool helped students think about 

the main ideas of the text and supported the summary writing. 

Krishnaveni and Balasundaram (2017) proposed the 

approach herence and thus enhancing the understandability 

of the summary text. It summarizes the input document in 

question with the local value and the local ranking under 'wise 
summary.' It ranks the phrases wisely and selects the top n 

phrases from each heading where n depends on the 

compression ratio. The final heading of the wise summary 

produced by this approach is a summary of the individual 

headings. As the 'wise summary' heading has the same 

proportion of phrases in each heading, the coherent gap in the 

summary text is reduced. The whole significance and 
understanding of the abstract text is also improved. The 

experimental results show clearly that the heading wise 

synthesizer provides greater accuracy, reminder and f-

message through the main synth, the MS-word synthesizer, 

the free synthesizer and the Auto synthesizer. 

Hark et al. (2018) studied texts that do not have a certain 

structure have been pre-processed and a structured form in 
expressed form has been translated into the proposed 

diagram. Different methods could be employed in charts for 

the extraction of features. Our method conceptually uses the 

diagrams obtained in the text representation. This study aims 

to propose a method in which the texts can be summarized by 

weighing the importance of sentences linearly. In addition, the 
method presented does not require profound language 

knowledge and can be adapted to various languages. Mishra 

et al. (2019) tried to emphasize key techniques for extracting 

important information from text by modelling the subjects, 

extracting key sentences and generating a summary. The 

weighted TF-IDF method is used to extract key phrases for the 

topic modeling of the LSI and NMF methods, and the text 
summary is generated with an LSA and Text Rank methods. 

Afsharizadeh et al. (2018) created a text summary 

technique based on the query suggested in paper by 

extracting the most informative phrases. To this end, a certain 

number of characteristics are taken from the sentences, each 

evaluating the importance of the sentences. In this paper we 

extract 11 of the best features from each sentence. This article 
showed that using better features results in better abstracts. 

To evaluate the automatic summaries generated, the ROUGE 

criterion was used. Ren and Guo (2019) hybridized extractive 

and abstract resumed systems advantages by offering a 

combination of Global Gated Unit and copy mechanism 

(GGUC) text summary model. The experiment results indicate 
that the model 's performance is superior to the other LCSTS 

dataset text summary. Chen and Zhuge (2018) proposed a 

multimodal RNN extractive neural method. Initially, this 

method encodes multi-modal RNN documents and images, 

then calculates the overall probability of sentences using a 

logistic classifier, using text coverage, redundancy and image 

coverage as the DailyMail Corps expansion features, by 

collecting images from the Web. Experiments show that our 

method is superior to advanced methods of neural resuming. 

Jiang et al. (2009) proposed 2 approaches in the first 

approach, the text resumé is used directly to select and 

categorize characteristics rather than their origin. The second 
approach is to select and weight each function for each 

document and to classify free texts using the kNN algorithm. 

The second approach uses every summary. Experimental 

results indicated that the two proposed automatic 

synthetization methods not only can reduce classification 

times, but also improve text categorization performance. 

Zhang and Li (2009) used a summary-based phrase 
clustering approach. The approach proposed consists of three 

steps. Firstly, cluster phrases based on the semantic distance 

between the documents and each cluster will calculate the 

accumulative similarity of the phrases based on the multi-

faceted combination method. The purpose of this paper is to 

show how the overall outcome depends not only on the 

characteristics of the sentence, but also on how the sentence 
is similar. The DUC 2003 data set experimental results showed 

that our approach could increase performance compared to 

other summary methods. Jo (2017) proposed that KNN (K 

Nearest Neighbor) version has been used to calculate the 

similarity between feature vectors taking into account 

similarities between attributes or functions and between 
values. The text summary task shall be viewed in binary 

classification, where every paragraph or phrase is classed as 

essence or non-essential and the proposed version improves 

the results of earlier works by classifying and clustering text. In 

this research, we identify the similarity between attributes and 

values, modify the KNN in a similarity version and use the 

modified version as a summary text approach. 
Zenkert et al. (2018) based their paper mining operation is 

on Multidimensional Knowledge Representation (MKR). The 

analytic results from different methods of texts mining such as 

identification, sentiment analysis or subject detection are 

represented as dimensions of knowledge to support the 

discovery of knowledge, visualization or computer-aided 

writing. Summary extractive text is a content-based task that 
uses the text information that is available to cut down the text 

length to summarize the text. The knowledge base of the MKR 

offers an innovative text summary selection tool for this 

purpose. 

Pal and Saha (2014) proposed a technique which performs 

a summary job with an unsupervised method of learning. With 
the help of a simplified read algorithm, the significance of the 

sentence in the input text is assessed. The online semantic 

dictionary is used as WordNet. The approach proposed gives 

a 50% overview of the original text and gives a good result, 

while an original text is 25% overviewed. Rashidghalam et al. 

(2016) used The BabelNet Knowledge Base and its concept 
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diagram provide a text summary system. The proposed 

approach extracts concepts of words that use the Babel Net 

knowledge base and produces concept charts and evaluates 

phrases based on the concepts and graphs that result. The 

final summary therefore uses these rating concepts. 

Furthermore, an approach to controlling replication is 
proposed so that selected concepts in each country are 

punished and result in less redundant summaries. In DUC2004 

the performance of the proposed methodology is compared 

and evaluated, and ROUGE is used as an evaluation metric. 

The proposed method produces more summaries of the 

quality and less redundancies compared to other methods. 

Alfarra et al. (2019) used GFLES to distinguish between its four 
advantages: 1) by using the graphical model to extract 

characteristics; 2) by improving substitution for the Vector 

Space Model (VSM); 3) by taking account of the importance of 

text subtopics before generating a summary of the clustering 

phrases; and 4) for both single and several documents. Finding 

the basis for further development of GFLES to be applied to 

large data is also the application of the FL on each cluster. Our 
experimental results show that GFLES can produce extensive 

summaries of text using the DUC 2004 data set. These findings 

define the potential of GFLES as an automatic text summary 

high-precision model. Hanunggul and Suyanto (2019) 

improved translation of the neural machine (NMT). Two kinds 

of attention exist: global and local. This article focuses on 
comparing the effect of local attention in the Long Short-Term 

Memory (LSTM) model in the case of abstract text resuming 

(ATS). Developing and evaluating a model with the Amazon 

Fine Food Review dataset with the GloVe dataset indicates 

that a global attention model produces better ROUGE-1, 

which generates more words in the current overview. But 

ROUGE-2 is higher on the basis of local attention and produces 
more pairs of words in the current summary, because the local 

focus mechanism considers the word input subset instead of 

the input word. 

Iwasaki et al. (2019) studied a neural network automatic 

abstract text summary algorithm developed in Japanese. For 

experimental purposes we have used a sequence-to - 

sequence encoder-decoder model. The encoder was supplied 
with a functional input vector for phrases using BERT. The 

transforming decoder returned the encoder 's summary 

phrase of the output. This experiment was conducted using 

the above model with a live-door news corpus. However, there 

were problems because in the summary sentence the same 

texts were repeated. Geng et al. (2010) solved the 
imperfections in the fact that the conventional method for 

summary text is inappropriate for expressing the meanings of 

the domain specific documents, the techniques referred to as 

pos-processing involve: elimination of redundancy. 

adaptation to rough document summary through clustering 

paragram(s); generalization of summary phrases. Lastly, 

experiments are carried out on clothing field documents and 

software named CTS is developed according to the above 

theories. The test results showed that we are efficient and 

effective in comparison to MS Word 2003. The results of your 

web pages according to your domain can easily be introduced 

to mobile devices. 
Ren and Zhang (2019) used sequence-to-sequence careful 

mechanism sequence models have produced good results in 

abstract text summary. Word vector and spoken vector as 

model input, and improve the abstract quality of the 

combined neural convolution (CNN) and bi-directional LSTM. 

Second, the network of the pointer generator is used to check 

whether the OOV problem is generated or copied by words. 
Finally, to monitor the abstract we generated we use the 

coverage mechanism to avoid problems related to 

duplication. Our model's ROUGE scores improved significantly 

and the performance of the LCSTS data packets better than 

the current state of the art model compared with the classic 

pointer generator network. Pattnaik and Nayak (2019) in their 

work use hierarchical clustering effectively by applying cosine-
like similarity measures for separating phrases. The model 

uses an extractive way to summarize the Odia text. It 

concentrates on reducing redundancies, which it achieves by 

a cosine matrix of resemblance. Although for European 

languages such as English, the computerized and complex 

morphologic structure of the Odia language is primitive, it is a 
novel work. The results can be modestly successful. Masum et 

al. (2019) used the amazon fine food review dataset available 

on Kaggle to make a good summary. The text descriptions of 

the reviews were used as our input and a simple synopsis of 

the review descriptions as our output. In order to produce an 

extensive summary, we have employed a bilateral RNN with 

LSTM in the layer of the encoding and attention model in the 
decoding layer. They applied the sequence to the sequence 

model in order to generate a brief summary of food 

descriptions. The abstract text synthesizers are challenging 

such as text processing, speech counting, missing word 

counting, word embedding, model performance or loss value 

reduction, and the machine response can be fluent summary. 

This paper mainly had the objective, in order to provide a 
better summary of the abstract text, of increasing efficiency 

and reducing sequence loss by model. They reduced the 

losing of training by 0.036 successfully in their experiments, 

and a short summary of the English to English text could be 

provided through their abstract text summary. Prakash and 

Shukla (2014) used a single Document in the proposed for the 
human-aided text summary "SAAR." A term-phrase matrix is 

generated in the document. Reinforcement learning is the 

weight of the matrix entries. The summary created is displayed 

to the user and is the last summary, if approved by the user, 

otherwise user feedback as keywords will produce a new 

summary. The results of the DUC2006 documents show that 
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the performance of the approach proposed in terms of 

precision, recall and F-score is highly favorable compared to 

other approaches. 

Sherry and Bhatia (2015) used single text summary 

algorithm proposal for a single document. Text Summary 

extracts important information from large documents by 
neglecting the use of different algorithms and providing a very 

useful compressed overview. Since UNL is an organization 

which is linguistically independent, UNL summarizes and 

eliminates unnecessary relationships. UNL is used for text 

summary because in his native language the user can receive 

a summary. Lukyamuzi et al. (2019) developed A summary that 

relies on an improved classification domain-based corpus. 
Three contributions are made: (1) a synthesis is extended to 

cover the search for a food security text, (2) a proper corpus is 

used to support an up-to - date summary, and (3) a less 

reliable extractive summary can be made in certain 

conditions. The human task of identifying whether or not there 

is a food safety article is tested on these study aspirations. 

Results have shown that 98% under the curve (AUC) after the 
summary was used a human could still properly label the 

article, compared with a random rating of 74%. Conversations 

about food insecurity can easily be identified and monitored 

in the articles by summarizing them. Trends in such 

discussions may inform food aid agencies in accordance with 

prevailing circumstances of suitable measures. 
 

3. Methodology 

 

3.1. Model using bi-directional LSTM 
We represent in this section our abstract text summarizer 

methodology for English to English text documents. There 
have been previously numerous successful works to 

summarize text in English. However, we have tried to create a 

better summary text using our own approach and created a 

better abstract text synopsis for English texts. We have used 

TensorFlow CPU version to build our model and training. 

Fig. 1 displays the working process of my methodology 

with the use of the block diagram. 
 

A. Dataset 

The dataset used to develop the model is “Amazon Fine Food 

Reviews”. Fig. 2 shows the head of the file used. The Dataset 

has total size of 568,454 with 10 features. It is used in the ratio 

of (Training Dataset: Testing Dataset: Filtered Dataset) 80:12:8. 
 

B. Preprocessing 

For preprocessing of the dataset, I had to prepare the dataset 

because in the model the dataset will be a text with a summary 

which is converted to vectors using Word2Vec so it can be 

easily processed by the algorithm. The steps are as follows: 1) 

Converted all texts to lower case. 2) Several contractions 

added (such as ain’t, didn’t, I’m, etc.). 3) Cleaning text to 

remove unimportant features and elements from the text by 

use of the regular expression. 4) Removal of stopwords (words 

with no or little meaning). 5) Lemmatization of the words to 

remove synonyms. After this the text is now ready for next 

processes. 
 

C. Further filtration 

For shortening training time due to model limits, the dataset 

is determined by choosing data that does not exceed 300 

characters and not less than 25 characters per text. The data 

set analyzed the data set used, which is 38.15 tokens in the text 

in the average number of tokens in the dataset and 2.2 tokens 
in the total dataset summary. After the distribution, the data 

are processed in a couple of steps consisting of clean text and 

tokenization, and filtering. 

All symbols or characters not necessary on the data are 

omitted and all letters are used in lowercases during the 

cleaning text and tokenization process. Then in every text and 

summary, all the data are converted to tokens. The GloVe 
dataset refers to word integration in the filtering step. There 

are several words not registered in GloVe from the word 

embedding process. In this instance, the model does not pay 

attention to the word limit, so the whole word is not entered 

into the word embedding index (GloVe) as < UNK >. 

Batch distribution is the last step. The filtering process will 
be determined by the batch size of the dataset. One text with 

the largest number of tokens, the number, is selected from a 

lot. The benchmark. At the end of each summary token, the < 

EOS > sentence is added. The < PAD> token will include all the 

text containing the batch until the text is as numerous as the 

reference text. The same is also true for Every text's 

summaries. This was to create a fixed length for each array in 
one batch. 

We used a pre-trained word in a vector file to enhance our 

model. Pre-trained text for vector files like GloVe, ConceptNet 

Numberbatch, wiki-news-300d-1M.vec, crawl-300d-2M.vec 

and others are available. We used ConceptNet Numberbatch, 

based on our work here. We have fixed the size of vocabulary 

and count the words in our dataset more than 20 times. 

 
D. Model 

LSTM is another modification to RNN, it's also made using the 

same memory concept that was suggested to record long data 

sequences before the Gated Recurrent Unit. Thus, GRU is a 

simplification of LSTM. Activation values are used here in 

LSTM. There are not only C (candidate), but two cell outputs, a 

new activation and a new candidate value as well. The value 
of the new candidate can be determined by Eq. (1) 

 
     𝑐𝑁<𝑡> = tanh(𝑊𝑐[𝑎<𝑡−1>, 𝑥<𝑡>] + 𝑏𝑐                                             (1) 
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LSTM we control the memory cell through 3 different gates 

Update Gate Eq. (2), Fortget Gate Eq.(3), Output Gate Eq. (4). 

 

Γ𝑢 = 𝜎(𝑊𝑢[𝑎<𝑡−1>, 𝑥<𝑡>] + 𝑏𝑢)               (2) 

 

Γ𝑓 = 𝜎(𝑊𝑓[𝑎<𝑡−1>, 𝑥<𝑡>] + 𝑏𝑓)               (3) 

 

Γ𝑜 = 𝜎(𝑊𝑜[𝑎<𝑡−1>, 𝑥<𝑡>] + 𝑏𝑜)               (4) 

 

2 LSTM outputs, the new candidate and a new activation, 

we would use the previous gates in them. It is shown in Eq. (5) 

and Eq. (6). 

 

𝑐<𝑡> = Γ𝑢 ×  𝑐𝑁<𝑡> +  Γ𝑓 × 𝑐<𝑡−1>              (5) 

 

𝑎<𝑡> = Γ𝑜 × 𝑐<𝑡>                (6) 

 

When we link multiple LSTMs together, we can see that if 

the network learned the parameters of the gates correctly, we 

could pass the candidate values (red values) from the early  

 

 
 

 

 

 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 
 

 

 

 

sequence to the very end of the sequence, so that we can 

model long dependencies with high accuracy. (Fig. 3) 
 

E. Model hyperparameters 

There are various parameters for model construction. The 

model contains 121,782 pairs of information (text and 

summary) based on the filtered dataset. These data are 
separated 80% from the dataset filtered (97,439 data) for 

training purposes, 12% from the data filtered (14,615 data), 

and 8% from the data filtered (9,728 data) for the validation of 

data. For all data the batch size is 32, encoder and decoder 

have been hidden and learning rate is 0.001 and 0.5. Adam 

Optimizer is used for optimization. 

The other parameters include 4 encoder layers, 4 decoder 
layers, size of rnn encoder 512, size of rnn decoder 512 with a 

batch size of 256 and 200 epochs. The keep probability being 

0.5 with clip size of 5. 
 

F. Output 
Some of the output using bidirectional LSTM is given in 

Figs. 4 and 5. 

 

 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 
 

 

 

 

 

 

 
 

 

Figure 1. Block diagram of the system. 

 

 

 

Figure 2. Example Dataset 
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Figure 3. LSTM model structure implementation. 

 

 

Figure 4. Summarizer output. 

 

Figure 5. Summarizer output. 
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3.2. Model using pointer generator method  
The seq2seq+care framework is the basis for our model. In the word 

embedding layer, the source text is not encoded after the word 

segmentation; the part of speech is also encoded, and the two 

matrices are used together for model input. Besides the two-way 

LSTM that can be used for learning. CNN, which is capable of 

extracting n-gram and part-of - speech features, are also added to the 

source text sentence level features. Then we combine the above 
learning matrices into the context vector. The OOV and self-repetition 

problem can be solved by the decoder. Effectively generate by 

adding a network of points and generators. This is shown in the Fig. 6. 

 

 

 

 
 

 

 

 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 
 

 

 

 

 

 

 
 

 

 

 

A. Dataset 

The dataset used to train the model is the “CNN / Daily Mail” 

newspaper readings. It contains 300,00 pairs of news articles 

(781 tokens) and multi-sentence summaries (56 tokens).  Built 

to contain multiple summaries for the same story, the data is 

supplied to the model via a script which transforms it into a 
binary chunk file and then is supplied to the model. The 

dataset is split into (Training: Developing:Testing) 92:4.2:3.8. It 

is shown in Fig .7. 
This process then is followed by the existing process of 

Preprocessing, Filtration as given under heading 3.1.B and 3.1.C 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 
 

 

 

 

 

 

Figure 6. Pointer generator model. 

 

 

Figure 7. Example dataset 
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B. Model 

The model contains 2 input parts. 1) word embedding vector 

2) speech vector defined by Eq. (7) and Eq. (8) respectively. 

 

xw= {x1
w,x2

w,……,xn
w}                                                 (7) 

 

xP= {x1
P,x2

w,……,xn
p}                                          (8) 

 

The basic model is the model seq2seq+care. We use two-

way LSTM for the encoder. In order to create a sequence of 

hidden encoder state, the word embedding vectors are fed to 

the encoder one by one. Because we always use a two-way 
LSTM. 

Step takes both the last and the next hidden state and we 

are connecting it to the hidden status of the encoder ht*. Eq.(9) 

 

pgen(si=1) =σ(vs*(Wh
s*hi+We

s*E[oi-1]+Wc
s*ci+bs))              (9) 

 

hi=hidden state of decoder; E[oi-1] = time step of decoder; 
ci= attention weighted context vector. Wh

s, We
s, Wc

s, bs, vs, are 

learning parameters 

We introduce the network of pointer generators in our 

model to solve the problem of OOV. It can copy a word from 

the source text or create one using its pointing mechanism 

from its vocabulary. The probability is defined by the context 
vector cont, the decoder status st and the decoder input xt for 

the decoder time step. Eq.(10) 

 

pgen= σ(wh*
T*ht* +ws

T*st+ wx
Txt+ bptr)                          (10) 

 

st=decoder state; xt= decoder input; ht*=context vector. 

wh*
T, ws

T, wx
T, bptr are learning parameters. 

 

C. Model hyperparameters 

For 100,000 iterations we have trained the pointer generator 

network using a 0.15 learning rate. We used a size 8 batch and 

a size 4 beam. The hidden state was 256 and the embedding 

was 128. The vocabulary had been 50,000. The training took 22 

hours. 
 

D. Output 

Some of the output using Pointer Generator with bidirectional 

LSTM is as follows: (Fig. 8; Fig. 9; Fig. 10; Fig. 11) 

 

 
 

 

 

 

 
 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 
 

 

 

 

 

 

 
 

 

 

 

 
 

 

4. Result 
 

The result of the models used in this paper is given by graphs on 

various comparison parameters like ROUGE-1, ROUGE-2, 
ROUGE-L (Fig.12); Accuracy (Fig. 13) and Loss Graphs (Fig.14). 

The values of the above graphs are shown in the tables as 

below (Table 1, Table 2, Table 3). 

 

 

 

 
 

 

Figure 8. Article (First part). 

 

 

Figure 9. Article (Second part). 

 

 

Figure 10. Reference and Summary. 

 

 

Figure 11. Evaluation of summary. 
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Figure 12. ROUGE-1, ROUGE-2, ROUGE-L performance of both models. 

 

 

Figure 13. Accuracy of both the models 

 

 

Figure 14. Loss of both models. 
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5. Discussion 
 

An important question in Natural Language Processing is that- 

Why do we employ a sophisticated network structure rather 

than a basic neural network? This is because It is critical for the 

network to comprehend the word itself, rather than linking the 

term to a specific place. 
Here we utilise Bidirectional networks which are 

adjustments made to the standard RNN network to allow it to 

adapt to a critical necessity in NLP situations. In NLP, 

sometimes understanding a word requires referring not just to  

 

 

 

 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 
 

 

 

 

 

 

 
 

 

 

 

 

 

 
 

the preceding word, but also to the next word. To obtain even 

better results, we may stack numerous RNNs on top of each 

other, but keep in mind that they function with time. 

The text summarization model can be viewed as a 

condition model for NLP which implies that to produce a 
summary of a given input which results in the output be based 

and conditioned on the input. But the outputs will be variable 

and form a large pool of outputs so to solve the problem we 

can generate one word during a period of time, then next word 

and so on but this method increases time and space 

complexity by many folds. So we can solve this problem by 

Epoch 

No. 

ROUGE 

1  

ROUGE 

2 

ROUGE 

L 

100 10 19.85 21.25 

150 14.75 25.05 25.35 

180 15.25 32.65 32.85 

200 22.16 38.76 39.12 

220 21.05 37.96 38.65 

250 21.058 37.963 38.653 

 

Table 1. Particle size and power consumption. 

 

 

Epoch 
No. 

Training 
Accuracy 

Validation 
Accuracy 

0 0.356 0.356 

20 0.5968 0.5969 

40 0.6485 0.5996 

80 0.6785 0.6005 

100 0.7235 0.6235 

120 0.7956 0.6723 

140 0.8413 0.6914 

160 0.9059 0.7238 

180 0.9613 0.7826 

200 0.9817 0.8145 

 

Table 2. Comparison between training and validation accuracy of both models. 

 

 

Epoch 

No. 

Training 

Loss 

Validation 

Loss 

0 0.7029 0.7029 

20 0.5126 0.6621 

40 0.3128 0.6015 

80 0.2836 0.5325 

100 0.2324 0.4729 

120 0.2103 0.4237 

140 0.1824 0.3862 

160 0.1102 0.3614 

180 0.0823 0.2897 

 

Table 3. Comparison between training and validation loss of both models. 
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applying Beam Search which utilises all probabilities of all 

words in the dataset. 

When we humans summarise material, we glance at a few 

words at a time, not the entire text to summarise at one time; 

this is what we are attempting to teach our model. Here we 

create a seq2seq encoder decoder which utilises the interface 
of context vector. 

This research can be trained to take on new words without 

creating dictionaries and datasets of available vocabulary and 

apply new language models used in modern English and 

languages with help of Reinforcement Learning. 

 

6. Conclusions 

 
This paper presented the English text summary with the 

encoding and decoding of LSTM as a good approach. But no 

accurate 100% value or prediction is given to all machines. Our 

summarizer provides a very precise summary, as does a 

machine. Few reviewed, but it offers excellent performance 
and a fluent synthesis for other reviews, cannot be predicted 

accurately. After all, with the reduction of training loss we can 

successfully create a comprehensible, fluid and short 

summary. 

The global attention model produces a better ROUGE-1 

where more words are generated in the current synopsis. 
However, ROUGE-2 gives more local attention, where more 

pairs of words are generated in the actual summary, since the 

local attention mechanism takes account of the sub-set of 

entry words instead of the whole entry word. The dataset 

contains many symbols and unknown because it is written 

using informal words. Sentences which are not in the word 

data set for embedding. The ROUGE score is therefore not 
higher than the usual English text score. All parameters can be 

reset for both models, give higher scores. Some methods to 

improve both models can be developed to change the dataset 

to any other article text. Reconstruction of the model with 

more optimal parameters or handling of an OOV in 

preprocessing data instead of reviewing text. 

We conclude from our analysis of the summary subtask of 
the op-ed article that Up-to - date recurring models are 

successful in traditional news articles, not widespread Well to 

subtasks that are harder. Many work related to the inclusion of 

extractive measures to cut off An abstractive summary model 

before training. Input. However, we believe that masking the 

input in advance, in the case of harder unstructured 
components such as op-eds, would further degrade 

performance and dilute the simplicity of the resuming pipeline. 
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