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Introduction

During the 1990s, Chile and Mexico’s macroeconomic situations showed striking parallels and contrasts. The two countries had at the start of the decade similar inflation rates, both used monetary policy afterwards to support a strategy of gradual disinflation, and both experienced real currency appreciation. But the currency appreciation was larger in Mexico, which in addition—and presumably because of the large appreciation—recorded significantly slower economic growth. The parallels and contrasts support the comparative study carried out in this paper.

The paper studies comparatively the conduct of monetary policy in Chile and Mexico, in order to determine its role in the currency appreciation. The
evidence for the study is gathered from two sources: a qualitative analysis of episodes featuring a clear shift in the stance of monetary policy, and the estimation of error-correction models for the interest rate. Both strands of evidence reveal a broadly similar orientation of monetary policy, but also some key differences. The differences help to explain the particularly strong appreciation of the Mexican currency.

A first difference is uncovered by the qualitative analysis of monetary episodes. The analysis shows that, during disinflation, monetary policy reacted restrictively to currency depreciations (arguably, because of their inflationary impact), a policy reaction that tended to stabilize the nominal exchange rate and appreciate the currency in real terms. The same reaction took place in both countries, but it was especially marked in Mexico.

A second difference appears in the estimation of the error-correction models, according to which changes in the inflation rate were fully transmitted to the nominal interest rate in Chile, but only partially so in Mexico. The partial transmission, in a context of disinflation, implied an upward bias for the real interest rate, and therefore an increasing return on Mexican assets and a stronger appreciation pressure on the currency.

The argument is developed as follows. The second section provides the macroeconomic background since the 1980s. The third section identifies and discusses the monetary episodes that developed in each country since the middle of the 1990s (when the series for the policy instruments that served to identify the episodes start). The fourth section presents the error correction models, which were estimated separately for the disinflation and post-disinflation periods in each country, and using monthly series that begin in 1990 in Chile and 1996 in Mexico. The fifth section summarizes the results.

**Disinflation, economic growth, and real currency appreciation**

Chile and Mexico converged, through different paths, on a similar inflation situation in the late 1980s. During most of that decade, inflation was high and rising in Mexico, and reached an annual rate of 177% in the first quarter
of 1988; on the same period, the inflation rate was only 19% in Chile. The inflation rates converged quite rapidly, though, after Mexico introduced a new stabilization plan in 1988. By the third quarter of 1989 the inflation rates in the two countries, below 20%, were almost identical.

After their inflation rates converged, in 1991 the two countries began gradual disinflationary processes. Chile reached its medium-term inflation target of 3% in 1999, after which it adopted an explicit inflation-targeting regime, abandoned its long-standing exchange-rate band system, and let its currency float. Mexico displayed initially a more aggressive disinflationary stance, but lagged behind because of the economic crisis of 1995. The large currency depreciation that characterized the crisis temporarily derailed the disinflationary process, and the country did not reach a situation of low and stable inflation rates until 2002, one year after it had also adopted explicitly an inflation-targeting regime (see figure 1).

In both countries, the currency appreciated in real terms as disinflation proceeded. The appreciation was linked, above all, to the pursuit of disinflation. The countries’ specific type of exchange-rate system, for instance, was not decisive. As just mentioned, Chile relied all through the process on an exchange-rate band, while Mexico operated a system of semi-fixed exchange rate during the disinflation of the early 1990s and shifted to a float in 1995. What mattered was not the exchange-rate system but the disinflationary stance of monetary policy.

The importance of the policy stance can be realized by looking at the evolution of capital flows. The trend of capital flows to both countries turned negative in the late 1990s. In Chile this turn was accompanied, conforming to the results of previous studies, by real currency depreciation. In Mexico,

---

1 Mexico’s central bank announced in 2002 a medium-term inflation target of 3%, implying that disinflation remained a policy goal in mid 2005 (the end of the period considered in the paper). The strong phase of disinflation, however, concluded in 2001, after which the process became markedly slower and marginal. For instance, the inflation rate was 4.75% in the first quarter of 2002 and a similar 4.51% in the second quarter of 2005 (the last observation included in figure 1).

However, the real value of the peso continued its upward trend (see figure 2). The observation, at first surprising, is consistent with the fact that Mexico’s monetary policy was at the time in full disinflationary mode.\(^3\)

Besides the parallels, there were also contrasts in the macroeconomic situations of Chile and Mexico. The disinflation-appreciation link, while shared, differed quantitatively between the two countries. In particular, similar reductions in inflation led to a larger appreciation in Mexico, as shown by the evolution of the respective real exchange rate indices in the early 1990s, or the very different levels of the indices at the end of disinflation in each country (see again figure 1).

\(^3\) As a proportion of GDP, capital inflows are larger in Chile than in Mexico (see figure 2); thus, their relative size cannot explain the smaller degree of real currency appreciation recorded in Chile (see Held and Szalachman, 1998, for a similar observation). Some authors argue that the crawling-band system and the use of capital controls helped to ease the appreciation pressures in that country (see Williamson, 1996; Aninat and Larraín, 1996).
The different degree of currency appreciation is important because it helps to explain a second contrast, one which concerns economic growth. As shown in table 1, economic growth has been on average slower and more volatile in Mexico. The contrast is not a mere reflection of the 1995 economic crisis in Mexico, but a persistent fact. Even in the relative financial calm of the early 2000s, Mexico’s output growth rate was nearly 40% smaller than Chile’s, and more than twice as volatile.4

Recent studies of the effect of the real exchange rate on economic growth include Rodrik (2007), Frenkel and Taylor (2006), and Hausmann et al. (2005); for the Mexican case, see Ibarra (2008a, 2008b), Blecker (2007), and Ros and Lustig (2000).
**Table 1**

*Economic growth in Chile and Mexico*

<table>
<thead>
<tr>
<th></th>
<th>Gross Domestic Product (gdp) average growth rate (^1)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chile (A)</td>
<td>Mexico (B)</td>
</tr>
<tr>
<td>1985Q1-2005Q2</td>
<td>5.70</td>
<td>2.67</td>
</tr>
<tr>
<td>1985Q1-1989Q4</td>
<td>5.71</td>
<td>1.25</td>
</tr>
<tr>
<td>1990Q1-1994Q4</td>
<td>7.36</td>
<td>3.87</td>
</tr>
<tr>
<td>1995Q1-1999Q4</td>
<td>5.68</td>
<td>2.92</td>
</tr>
<tr>
<td>2000Q1-2005Q2</td>
<td>4.19</td>
<td>2.63</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Coefficient of variation of the gdp growth rate (^2)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chile (A)</td>
<td>Mexico (B)</td>
</tr>
<tr>
<td>1985Q1-2005Q2</td>
<td>0.67</td>
<td>1.30</td>
</tr>
<tr>
<td>1985Q1-1989Q4</td>
<td>0.69</td>
<td>2.30</td>
</tr>
<tr>
<td>1990Q1-1994Q4</td>
<td>0.52</td>
<td>0.41</td>
</tr>
<tr>
<td>1995Q1-1999Q4</td>
<td>0.84</td>
<td>1.82</td>
</tr>
<tr>
<td>2000Q1-2005Q2</td>
<td>0.40</td>
<td>1.03</td>
</tr>
</tbody>
</table>

Notes: 1/ Simple average of Q/Q rates. 2/ Standard deviation over the average GDP growth rate.

Source: based on data from Mexico’s National Institute of Statistics (INEGI), Chile’s central bank, and International Monetary Fund (IMF).

**Monetary policy episodes**

While Chile and Mexico followed similar disinflation strategies in the 1990s, Mexico experienced slower economic growth and a larger currency appreciation. The different degree of currency appreciation is examined from the standpoint of monetary policy in this and the next section. This section presents a qualitative analysis of monetary policy episodes—that is, episodes defined by a clear shift in the stance of monetary policy.

The analysis draws conclusions on the determinants of the real exchange rate in the two countries by stressing the parallels and contrasts in the conduct of monetary policy. Monetary policy is characterized here by its reaction to key macroeconomic variables: the inflation rate, the exchange rate, and two
indicators of economic activity: the output growth rate and the output gap (plus the United States (US) interest rate in the next section; the appendix details the definition and source of the variables).

**Chile**

During disinflation, the main instrument of Chile’s monetary policy was the so-called monetary policy rate, which was set by the central bank in real terms from May 1995 until July 2001, and in nominal terms afterwards. The evolution of the policy rate allows identifying four monetary policy episodes—two characterized by monetary tightening (episode 1: late 1995 and 1996; episode 3: 1998), and two by monetary loosening (episode 2: 1997; episode 4: 1999) (see figure 3).

**What were the macroeconomic ingredients—the triggers—of the episodes? In those of monetary tightening there were two evident factors. One of them was a lack of progress in the disinflationary process. Thus, disinflation halted**
at the outset of episode 3, while it slightly reversed during episode 1—with
the inflation rate rising from 7.4% in May 1995 to 8.6% one year later.

The second factor was the evolution of the exchange rate. Policy leaned
against currency depreciations. Depreciation accelerated before episode 1,
moving the nominal exchange rate from about 373 pesos per dollar in June
of 1995 to 411 pesos in November. The same phenomenon took place
before episode 3, with the exchange rate rising from about 413 pesos in
October of 1997 to 452 in January of 1998 (see figure 4).

Since the acceleration of currency depreciation and the stop or reversal
of disinflation were roughly simultaneous events, there is the question of
whether monetary policy was reacting to the exchange rate or to its possible
inflationary impact. Two observations help to answer. First, during both
episodes the currency remained in the strong part of the exchange-rate
band (that is, below central parity) and, therefore, there was no risk that
the depreciation would bring the exchange-rate regime down. Second, the currency was highly appreciated, in real terms, compared with the levels recorded at the beginning of disinflation (see again figure 4).

Both observations suggest that monetary policy was reacting to the exchange rate’s possible impact on inflation, not to the exchange rate itself. But the distinction may be irrelevant: in either case the policy reaction would tend to stabilize the nominal exchange rate and—with inflation at home higher than abroad—to appreciate the currency’s real exchange rate. It will be seen that a qualitatively similar, but more marked, pattern is discernible in Mexico.

The episodes exhibit elements of counter-cyclical policy. The decisions to tighten benefited from a favorable macroeconomic configuration that featured a rising output growth rate and a positive output gap (although the output growth rate was relatively small in episode 3). As could be expected, both indicators fell shortly after the tightening (see figure 5). Symmetrically, the two episodes of monetary loosening (in 1997 and 1999) took place under conditions of low economic activity, which rebounded after the policy shift.

**Figure 5**
*Chile: output and interest rates, 1998M3-2005M8*

Note: the series for the output growth rate and the output gap are 12-month, left-sided moving averages. The output gap is the difference between actual output and its Hodrick-Prescott trend. Source: see appendix.
Episode 4 illustrates a dilemma that may arise when monetary policy targets both the inflation rate and the exchange rate. On one hand, since late 1988 the exchange rate had been close to central parity, or even in the weak (upper) half of the band, which called for an interest-rate rise to defend it. On the other hand, after inflation reached the 3% target in late 1999, the central bank abandoned its disinflationary stance, which called for no further rises in the interest rate.

A possible defense of the exchange-rate band by higher interest rates conflicted, not only with the now-desired stability of the inflation rate, but with the need to raise a nearly-zero output growth rate. Facing this dilemma, the central bank gave up the exchange-rate band and adopted a looser monetary stance (see De Gregorio and Tokman, 2004). The currency depreciated steadily afterwards, and the rate of economic growth recovered.

**Mexico**

During the period under study, Mexico’s monetary policy was conducted under a system of target balances for the commercial banks’ current accounts at the central bank. Banks were required to satisfy a zero cumulative balance over a certain period, which was of 28 days until March 2003, and of one day afterwards (see Yacamán, 1999; Banco de México, undated, a and b).

Banco de México always supplied the banks with the reserves needed to meet the target balance, but did so under conditions that signaled its policy stance: if the conditions included a so-called *short* (*corto*) of some amount, then such amount of reserves were supplied at penalty rates. Because of the penalty, a rise in the *short* induced banks to compete for funds and raised the market interest rates (see Díaz de León and Greenham, 2000; Ibarra, 2004).  

\[^5\]The *short* was the main instrument of monetary policy in Mexico during the period under analysis. In 2004 Banco de México began the transition to a new framework, by announcing its policy stance through both the *short* and an inter-bank interest rate. In practice, the *short* ceased to be a relied-on policy instrument before it was officially abandoned in early 2008.
The cases of short increments far outnumbered those of short decrements, a gap that illustrates the disinflationary character of monetary policy in Mexico during the period under study (see Ramos and Torres 2005; Galindo and Ros, 2008). In fact, while no instance of sustained monetary loosening can be found, it is possible to identify four episodes of monetary tightening (see figure 6): March 1998 to January 1999 (episode 1), May 2000 to January 2001 (episode 2), September 2002 to March 2003 (episode 3), and February 2004 to March 2005 (episode 4). The episodes were defined by a series of consecutive (or nearly so) monthly changes in the short, rather than by isolated ones.

Mexico’s episodes developed in a macroeconomic setting that was similar to that found in Chile. Monetary policy reacted to the state of disinflation. Thus, the episodes of monetary tightening took place after disinflation had decelerated or stopped (as in episodes 2 and 3) or after the inflation rate...
had started to rise (episodes 1 and 4). Monetary policy also reacted to the exchange rate. In particular, episodes 1, 3 and 4 developed in the middle of an acceleration in the rate of currency depreciation (see figure 7).

Mexico’s central bank leaned against currency depreciations even though the real exchange rate had accumulated a substantial degree of appreciation. By February of 1998, at the outset of episode 1, the real exchange rate index had descended to the low levels observed in November of 1994 (82 versus 78.5) —only one month before the collapse of the exchange-rate band—. In August of 2002, before episode 2, the real exchange rate index had an incredibly low level of 63. Although less dramatic, the macroeconomic setting of episode 4 was similar.

As in Chile, the clearly appreciated currency suggests that Mexico’s policy was reacting not to the currency depreciation itself but rather to its possible inflationary impact. In practice, however, it was as if policy were reacting to the real exchange rate. Figure 8 shows that Banco de México usually shifted

---

**Figure 7**

*Mexico: monetary episodes and exchange rate, 1989M1-2005M8*

As in Chile, the clearly appreciated currency suggests that Mexico’s policy was reacting not to the currency depreciation itself but rather to its possible inflationary impact. In practice, however, it was as if policy were reacting to the real exchange rate. Figure 8 shows that Banco de México usually shifted
to a more restrictive policy stance whenever the rates of real currency depreciation became positive. No similar picture can be drawn for Chile, despite its qualitatively-similar pattern of policy reaction.

The initial episodes of monetary tightening in Mexico took place under conditions of high economic activity. At the beginning of episode 1, the output growth rate neared 7% and the output gap was positive; of course, as a consequence of the tightening, growth fell and the output gap eventually became negative. The same sequence characterized episode 2 (see figure 9).

When faced with a dilemma, though, the central bank favored disinflation. Thus, although the output growth rate was practically zero and the output gap negative, monetary policy shifted to a more restrictive stance in late 2002. By the same token, the monetary tightening of episode 4 brought to a stop the shy growth recovery that had started in the first half of 2004.
The qualitative analysis of Chile and Mexico’s monetary episodes revealed common elements in their conduct of monetary policy. Monetary policy reacted to the exchange rate –although the ultimate concern was the inflationary impact of currency depreciations– in a pattern that appeared most clearly in Mexico and which therefore helps to explain why the resulting real currency appreciation was especially large in that country. The qualitative evidence is complemented by the econometric analysis presented in this section, which again seeks to exploit the parallels and contrasts between the two countries.

The analysis rests on the estimation of error-correction models that quantify the reaction of the interest rate (in the short and the long run) to changes in key macroeconomic variables. The approach allows inferring the
influence of monetary policy on the real exchange rate but without leaving the familiar framework of a policy reaction function. The function (also called, in this context, a monetary policy rule) can be derived, for instance, from the assumption that the government targets the inflation rate and the output gap. The function’s coefficients describe the government’s reaction as it seeks to keep the variables on target.⁶

The coefficients can be given also a normative interpretation. Consider, for instance, the inflation coefficient in an equation for the nominal interest rate. The coefficient, it is argued, should be larger than one if the central bank is to keep the inflation rate close to its target. If the coefficient meets the condition, a rise in inflation will induce a larger rise in the nominal interest rate. The real interest rate will move up, and its negative effect on aggregate demand will help to bring inflation down to the desired level. This interpretation assumes that the initial inflation rate equals the government’s target. Under conditions of disinflation—that is, when the initial inflation rate is well above the target—care is needed to interpret the inflation coefficient, as will be discussed below.

The interpretation of other coefficients may not be straightforward, since it depends on the government’s unobservable loss function. For instance, suppose the estimation yields a significant exchange-rate coefficient. Is this because the government has an exchange-rate target—in what is sometimes called a flexible inflation-targeting regime—or because it is reacting to the exchange rate’s impact on inflation—as in a strict inflation-targeting regime? Since the loss function cannot be observed, this question can be answered only by considering other relevant indicators—the extent of real currency appreciation, for example—as was done in the previous section.

⁶ See the works collected in Taylor (1999); chapter 9, in particular, discusses in simple terms the alternative ways to derive analytically a monetary policy rule. The choice of regressors for the error-correction models was guided by this literature, which typically considers macroeconomic variables such as inflation and the output gap, but not, for instance, the country risk premium. The expected inflation rate, although of possible interest, was left out of the analysis because the survey series available from the two central banks, beginning in 1999, were too short.
The initial specification of the error-correction models took the form:
\[
\Delta nir_t = \sum_{m=1}^{M} a_m \Delta nir_{t-m} + \sum_{l=0}^{L} b_l \Delta ri_{t-l} + \sum_{l=0}^{L} d_l \Delta rer_{t-l} + \sum_{l=0}^{L} t_l \Delta out_{t-l} + \sum_{l=0}^{L} f_l \Delta usr_{t-l} + \sigma(nir_{t-1} - nir^{lr}_{t-1}) + e_t
\]  
\[1\]
where \(nir\) is the percentage nominal interest rate, \(ri\) is the percentage inflation rate, \(rer\) is the log real exchange rate (where a rise means a depreciation), \(out\) is the output gap, and \(usr\) is the percentage US real interest rate. In equation [1], \(nir^{lr}\) is the long-run value of the interest rate as determined by the following level relationship:
\[
nir^{lr} = \alpha + \beta ri + \delta rer + \tau out + \phi usr
\]  
\[2\]
As is well known, equation [1] can be derived from a general unrestricted autoregressive-distributed lag model of order \((M + 1, L + 1)\). Initially \(M\) and \(L\) were equal to 3. The lag structure was then simplified according to the statistical significance of the estimated coefficients. The final models retain only those coefficients with a p-value below 0.10, and they are accompanied by the results of Wald tests for the hypothesis that the coefficients on each variable and its lags are jointly equal to zero.

On the right side of equation [1], the term inside parenthesis equals the deviation of the actual interest rate from its long-run equilibrium; its coefficient, \(\sigma\), measures the speed of adjustment toward equilibrium. \(\sigma\) — also known as the error-correction coefficient — plays an important role in the analysis: it must be statistically different from zero to accept the existence of equation [2]; and it is expected to be negative, indicating that the interest rate adjusts over time to restore the equilibrium.

The analysis followed the approach proposed by Pesaran et al. (2001), which does not require pre-testing the variables for order of integration and focuses instead on the statistical significance of \(\sigma\).\(^{7}\) When the approach was

\(^{7}\) Pesaran et al. (2001) provide separate critical values for the hypothesis that \(\sigma\) equals zero, conditional on whether the variables are integrated of order one or zero \([I(1)\) or \(I(0)\)]. If the estimated \(t\)-statistic
inconclusive, it was supplemented by the Engle-Granger procedure, which consists of testing for a unit root in the residuals of equation [2]. If the unit root hypothesis is rejected, the variables are taken to be cointegrated.

The two-step estimation procedure—first equation [2], and then equation [1]—yielded the results shown in table 2. The table also presents a set of diagnostic tests for the error-correction models. In addition to the Wald tests referred to, they include the Breusch-Godfrey test for the absence of up to sixth-order serial correlation, the Jarque-Bera test for normally-distributed residuals, and Ramsey’s general specification RESET test. Separate models were estimated for the disinflation and post-disinflation periods in each country, namely, 1990M1-1999M12 and 2000M1-2005M6 in Chile, and 1996M1-2001M12 and 2002M1-2005M7 in Mexico. All the test results are favorable, except for Ramsey’s in the equation for the post-disinflation period in Mexico.

**The disinflation period**

As expected, the estimation yielded a large, negative coefficient on the error-correction term (–0.38 in Chile and –0.66 in Mexico). In both countries the Pesaran et al. test cannot reject the long-run equation [2] at 5% of statistical significance, regardless of the order of integration of the variables. The estimated long-run coefficients have the expected signs, making possible to causally interpret the equations as policy reaction functions. For instance, the positive coefficients on the real exchange rate and the inflation rate favor an interpretation of causality that runs from these variables to the interest rate, rather than the other way around.  

---

8 The models include a linear trend and a 0-1 dummy for the Russian crisis. The Chilean model also includes a dummy for December 1990, necessary to pass the normality test. Since it is possible that the variables are non-stationary, and therefore that the coefficient distributions are not standard, the p-values for this part of the model are only indicative.
### Table 2

**Interest-rate equations**  
Dependent variable: nominal interest rate  
Method: ordinary least squares

<table>
<thead>
<tr>
<th></th>
<th>Chile</th>
<th></th>
<th>Mexico</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1 (band)</td>
<td>Model 2 (float)</td>
<td>Model 1 (early float)</td>
<td>Model 2 (late float)</td>
</tr>
<tr>
<td>coeff.</td>
<td>p-value</td>
<td>coeff.</td>
<td>p-value</td>
<td>coeff.</td>
</tr>
<tr>
<td>Inflation rate</td>
<td>1.2375</td>
<td>0.0006</td>
<td>0.7731</td>
<td>0.0000</td>
</tr>
<tr>
<td>Log real exchange rate (RER)</td>
<td>19.3811</td>
<td>0.0659</td>
<td>–14.8547</td>
<td>0.0041</td>
</tr>
<tr>
<td>Output gap</td>
<td>181.23</td>
<td>0.0000</td>
<td>65.0464</td>
<td>0.0924</td>
</tr>
<tr>
<td>US real interest rate (RIR)</td>
<td>1.4625</td>
<td>0.0039</td>
<td>0.5464</td>
<td>0.0421</td>
</tr>
<tr>
<td>Russia dummy</td>
<td>8.3102</td>
<td>0.0000</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Trend (linear)</td>
<td>0.0963</td>
<td>0.1629</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Residual tests:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Augmented Dickey-Fuller (ADF)</td>
<td>–6.663*</td>
<td>–3.6997*</td>
<td>–6.2647*</td>
<td>–3.4878**</td>
</tr>
<tr>
<td>Kwiatkowski et al. (KPSS)</td>
<td>0.0583+</td>
<td>0.1971+</td>
<td>0.0689+</td>
<td>0.0695+</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(B) Short-run dynamics:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Error-correction coefficient</td>
<td>–0.3825&amp;</td>
<td>–0.4319#</td>
<td>–0.6648&amp;</td>
<td>–0.430#</td>
</tr>
<tr>
<td>Wald tests:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d(Interest rate)</td>
<td>0.0008</td>
<td>0.0234</td>
<td>0.0000</td>
<td>0.0309</td>
</tr>
<tr>
<td>d(Inflation rate)</td>
<td>0.0108</td>
<td>0.0126</td>
<td>0.0041</td>
<td>–</td>
</tr>
<tr>
<td>d(log RIR)</td>
<td>0.0301</td>
<td>0.0032</td>
<td>0.0000</td>
<td>0.0002</td>
</tr>
<tr>
<td>d(Output gap)</td>
<td>0.0203</td>
<td>0.0203</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>Chile Model 1 (band)</td>
<td>Chile Model 2 (float)</td>
<td>Mexico Model 1 (early float)</td>
<td>Mexico Model 2 (late float)</td>
</tr>
<tr>
<td>----------------------</td>
<td>----------------------</td>
<td>-----------------------</td>
<td>-----------------------------</td>
<td>-----------------------------</td>
</tr>
<tr>
<td></td>
<td>coeff.</td>
<td>p-value</td>
<td>coeff.</td>
<td>p-value</td>
</tr>
<tr>
<td>d(0.0001)</td>
<td>-</td>
<td>0.0036</td>
<td>-</td>
<td>0.0000</td>
</tr>
<tr>
<td>Russia</td>
<td>0.0000</td>
<td>-</td>
<td>0.0000</td>
<td>-</td>
</tr>
<tr>
<td>Russia*d(log 0.0000)</td>
<td>0.0000</td>
<td>-</td>
<td>0.0000</td>
<td>-</td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.6399</td>
<td>0.5316</td>
<td>0.8651</td>
<td>0.4346</td>
</tr>
</tbody>
</table>

(C) Diagnostics:
- Auto-correlation (1): 0.4152 (Chile), 0.5706 (Mexico)
- Auto-correlation (3): 0.8016 (Chile), 0.8163 (Mexico)
- Auto-correlation (6): 0.6038 (Chile), 0.9812 (Mexico)
- Normality: 0.2857 (Chile), 0.9858 (Mexico)
- Specification: 0.7742 (Chile), 0.7602 (Mexico)

Notes: All long-run models include a constant (not shown). Newey-West standard errors used in all models. The unit root tests include an intercept. ADF: Lag structure based on the Schwarz criterion; PP and Kwiatkowski et al.: Newey-West bandwidth. The Wald tests report the probability of the null that the coefficients on each variable and its lags are jointly equal to zero. *, **: the t-statistic rejects the null of no long-run relationship at 5%, 10% regardless of the order of integration of the variables (see Pesaran et al., 2001). #: the t-statistic rejects the null of no long-run relationship only for I(0) variables (see Pesaran et al., 2001). ##: the t-statistic rejects the null of no long-run relationship only for I(0) variables (see Pesaran et al., 2001). *: rejects the null of unit root at 1, 5 percent (MacKinnon critical values). +: cannot reject the null of stationarity at 10% (Kwiatkowski-Phillips-Schmidt-Shin test). Auto-correlation (n): Probability of the Breusch-Godfrey test for absence of up to n-th order serial correlation. Normality: Probability of the Jarque-Bera test for normally distributed residuals. Specification: Probability of Ramsey's Ramsey test for absence of specification error. All estimations were carried out in EViews 5. Short-term model specifications: all variables are in differences, except the error correction term and the Russia dummy; all models include one lag of the error correction term. Other right-hand side variables: a) Chile model 1: lagged nominal interest rate, first and third lag of inflation rate, second lag of real exchange rate, first and third lag of output gap, dummy for December 1990. b) Chile model 2: first and third lag of nominal interest, current and lagged inflation rate, current real exchange rate, third lag of output gap, first and third lag of us real interest rate, dummy for March of 2001. c) Mexico model 1: first and second lag of nominal interest rate, first and second lag of inflation rate, current and lagged real exchange rate, first and second lag of us real interest rate. d) Mexico model 2: lagged nominal interest rate, current real exchange rate.
At the level of individual coefficients, there are similarities between the two countries. For instance, changes in the US interest rate were fully transmitted to the local interest rates: the point estimate for the US interest rate coefficient is 1.46 in Chile and 1.20 in Mexico; in both cases, the hypothesis that the coefficient is equal to one cannot be rejected at conventional levels (p-values of 0.35 and 0.61, respectively). Since local interest rates fully adjust to changes in the US rate, there is no evidence of monetary autonomy, at least from a long-run perspective, irrespective of the varying degrees of exchange-rate flexibility afforded by the band regime in Chile and the float in Mexico.

There is a similarity also in the estimated coefficients for the output gap: a 1% increment in this variable induced an interest rate change of 1.81 in Chile and 1.75 in Mexico. Thus, in both countries the interest rate tended to react counter-cyclically to relatively long-lasting changes in the output gap. The reaction to the output gap is significant also in the short run in Chile, but not in Mexico—echoing the weaker counter-cyclical pattern of Mexico’s monetary policy found in the previous section (see figure 10).

A first important difference between the two countries concerns the reaction to the real exchange rate. The estimated real-exchange-rate coefficient is positive in both countries but much greater in Mexico (74.5 against 19.4), which implies that a sustained change in the real exchange rate elicited a relatively large interest-rate reaction in Mexico. This conclusion is reinforced by the estimated short-run effects. In Mexico, the interest rate rises in 5.4 points in reaction to a 10% change in the real exchange rate, against 4 points in Chile (see figure 11).

---

Corbo (2002) found no significant reaction of the real interest rate to the output gap during the Chile’s band period. But Caputo (2004), using a longer estimation period, got a positive result.

The reaction was calculated using the coefficients on the differenced variables in the short-run part of the model (recall equation [1]). Changes in the relevant variables were assumed transitory but “persistent”, meaning that they lasted for three months.

A positive exchange-rate coefficient is a frequent estimation result for emerging market economies (see Ho and McCauley, 2003). Mohanty and Klas (2004) also found a larger exchange-rate coefficient in Mexico than in Chile.
**Figure 10**
*Reaction of the nominal interest rate to the output gap*

Note: the figure shows the reaction to a rise of one percentage point in the output gap that lasts for three periods, based on the estimated error-correction model (equation [1] in the text).

**Figure 11**
*Reaction of the nominal interest rate to the real exchange rate*

Note: the figure shows the reaction to a 10% rise in the real exchange rate that lasts for three periods, based on the estimated error-correction models (equation [1] in the text).
How to interpret the positive real-exchange-rate coefficient? Recall that during this phase the real exchange rate followed in both countries a downward trend. The positive coefficient indicates that, controlling for the effect of inflation and other relevant variables, a fall in the real exchange rate—currency appreciation—led to a fall in the local interest rate. The reaction reflects a policy of leaning against the appreciation. It is surprising, therefore, to find that the reaction was stronger in Mexico, where the currency appreciation was larger. In other words: the difference in the estimated coefficients on the real exchange rate cannot explain the difference in the extent of currency appreciation between Mexico and Chile.

The key difference lies in the reaction to the inflation rate. The estimated inflation coefficient is positive in both countries, but smaller in Mexico (0.66 against 1.24); importantly, the hypothesis that the coefficient equals one can be rejected in Mexico (p-value of 0.009), but not in Chile (0.50).

The interpretation of the different size of inflation coefficients must consider the disinflationary context. In Chile the real interest rate did not change as inflation fell, because the nominal interest rate fully adjusted to the fall in the inflation rate. In Mexico, in contrast, there was an upward bias for the real interest rate, given the partial adjustment to disinflation. This has important consequences: in addition to its possible negative effect on economic growth, the rising real interest rate implicit in the policy rule implies an increasing return on Mexican assets and, therefore, a heavier appreciation pressure on the currency.

The point is reinforced by the short-run interest-rate reaction to inflation. In Chile the reaction is strong: a change of 1 point in the inflation rate is followed, after three periods, by a change of nearly 2.5 points in the nominal interest rate. In Mexico, the less-than-proportional reaction reaches a peak of only 0.5 points after one period (see figure 12).

The post-disinflation period

The Pesaran et al. (2001) procedure is not conclusive for the second part of the sample. In Chile the long-run relationship can be accepted regardless
of the order of integration of the variables, but only at 10% of significance; in Mexico the relationship can be accepted only conditionally on the variables being stationary. The Engle-Granger procedure yields favorable results, though, since all the tests reject the hypothesis of a unit root in the residuals of equation [2].

The estimated coefficients for this part of the sample reveal important changes in the conduct of policy, in a manner that suggests an increase in monetary autonomy after the end of disinflation (or the strong phase of disinflation, in Mexico). The first suggestive result concerns the error-correction coefficient, which declined, in absolute value, from 0.66 to 0.46 in Mexico. This reflects a lower speed of adjustment of the interest rate—or, in other words, a decrement in the response of policy to variations in the selected macroeconomic variables.

A second related result is the reduced transmission of changes in the US interest rate to the local rate. The point estimate for the coefficient on the

---

**Figure 12**

*Reaction of the nominal interest rate to the inflation rate*

Note: the figure shows the reaction to a rise of one percentage point in the inflation rate that lasts for three periods, based on the estimated error-correction models (equation [1] in the text).
real interest rate fell from 1.46 to 0.55 in Chile, and from 1.20 to 0.48 in Mexico; in both countries, the hypothesis that the coefficient equals one (full transmission) has a very low probability (0.08 and 0.02).

The final piece of evidence consists of the weaker response of the interest rate to the real exchange rate. In Mexico the corresponding long-run coefficient lost its significance, while the short-run reaction became much smaller (with a peak change of 2 points in the interest rate for a 10% change in the real exchange rate, rather than the 5.5 peak obtained in the disinflation period). In Chile the coefficients became negative, no longer allowing interpreting the results as a policy reaction function (see again figure 11).

The completion of disinflation (rather than the different exchange-rate systems) appears then to have had significant implications for the conduct of monetary policy; the last two estimation results just mentioned, in particular, basically correspond to the textbook definition of monetary autonomy, *i.e.*, the possibility of controlling the interest rate under conditions of high international mobility of capital. It is worth noting, therefore, that the increase in monetary autonomy was not reflected in a correspondingly larger reaction of policy to output. In Mexico, the output-gap coefficient in the long-run equation increased marginally, from 1.8 to 2.1 (for a one-point change in the output gap). In Chile both the long- and the short-run coefficients fell (see again figure 10).

**Conclusions**

From similar inflation situations, Chile and Mexico adopted at the start of the 1990s strategies of gradual disinflation that were supported by broadly similar monetary policies and entailed a real appreciation of the currency. But the appreciation was especially large in Mexico. The paper argued that this resulted from specific traits of Mexico’s monetary policy.

---

12 Martínez *et al*. (2001), relying on a shorter estimation period, found no statistically significant effects. See also Schmidt-Hebbel and Werner (2002).
The paper studied the cases of Chile and Mexico, seeking to draw conclusions from observed parallels and contrasts in their conduct of monetary policy, and relying on two strands of evidence. The first came from a qualitative examination of episodes featuring a clear shift in the monetary policy stance. The monetary episodes revealed that in both countries the policy stance became more restrictive in reaction to the joint occurrence of a stop or reversal in disinflation and a higher rate of currency depreciation. The reaction tended to stabilize the currency’s nominal exchange rate and—with inflation at home higher than abroad—to appreciate the currency in real terms. Although shared by the two countries, the policy reaction was especially marked in Mexico.

The second strand of evidence came from the econometric estimation of error-correction models for the interest rate. Separate models were estimated for the disinflation and post-disinflation periods in each country. The separation proved useful: it revealed an increase in monetary autonomy after the completion of disinflation, but a failure of policy to react more decidedly to variations in the output gap.

Focusing on the disinflation period, the estimation results showed some similarities in the two countries—e.g., the full transmission of changes in the US interest rate to the domestic rate. A key difference, though, concerned the inflation coefficient, which was equal to one in Chile but significantly smaller in Mexico. In a context of disinflation, this difference implied a constant real interest rate in Chile, but an increasing one in Mexico.

The two results—the marked qualitative pattern of monetary tightening as a reaction to currency depreciations (which tended to stabilize the exchange rate) and the upward bias in the real interest rate (which increased the return on Mexican assets)—help to explain the large currency appreciation recorded in Mexico compared with Chile, and, therefore, the growth underperformance of the Mexican economy.
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**APPENDIX**

**Data definitions and sources**

*Nominal interest rate*: Chile: average of deposit and lending rates, 90 to 365-day operations, in %. Source: Central Bank. Mexico: interest rate on 28-day Treasury bills (Cetes), in %. Source: Banco de México. US: 3-month T-bill rate calculated at constant maturity, in %. Source: Federal Reserve.

*Real interest rate*: It corresponds to the difference between the nominal interest rate and the contemporaneous inflation rate. The inflation rate was calculated as the percentage 12-month (or, in figure 1, 4-quarter) variation in the consumer price index.

*Real exchange rate*: The (multilateral) real exchange rate indices were taken directly from the respective central banks. A rise in the index indicates a real currency depreciation.