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INTRODUCTION

This paper investigates the key sources of inflation and output fluctuations in the Mexican economy. To accomplish this task, we rely on a multivariate Vector Error-correction (VEC) model, which is consistent with a small open economy with a flexible exchange rate. As the purpose here is to let the data reveal the basic determinants of prices and output, we make use of a broad aggregate demand-aggregate supply model composed of three markets: goods, money, and labor.¹

Since January 2001, the Mexican monetary policy has been conducted within a full-fledged inflation targeting framework. The basic features of this regime are: i) the central bank is independent of the federal government and
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is given the mandate of achieving price stability, ii) the monetary authority systematically commits itself to comply with a previously announced inflation target, but enjoys leeway in the formulation and implementation of monetary policy, iii) monetary policy makers convey ample information concerning not only the short- and long-term inflation targets, but also the policy tools that will be employed to accomplish them, and iv) the overall central bank’s governance structure, the setting of quantitative inflation targets and ranges, and the communication strategy regarding the goals and means of monetary policy, induce high standards of transparency and accountability.

In this context, the effectiveness of monetary policy requires the specification of attainable targets and, therefore, the continuous generation of empirical studies with regard to the underlying sources of inflation, the responsiveness of prices and output to different types of policy actions, and the lags between policy changes and inflationary outcomes. Consequently, this research focuses on the basic determinants of inflation and output variations, thereby contributing to the current debate on what causes price instability and how to improve inflation performance.

The overall evidence suggests that money supply is an important source of short- and long-run inflation. In particular, we find that unexpected monetary expansions are mostly accommodated through an increasing price level, rather than an increasing production. In the short run, a real currency depreciation results in a moderate effect on inflation and a negligible effect on economic activity. In the long run, however, the real exchange rate is negatively related with output. Shocks to wages produce an immediate and long-lived recessionary effect, but they do not have a clear

---

2 From January 2003 on, the Mexican central bank has officially set a long-term point target of 3% for the annual inflation rate, with a symmetric range of ±1 percentage point. The target range constitutes a realistic margin of error, in view of the volatility of the National Consumer Price Index and the country’s traditional vulnerability to exogenous shocks.

3 As we shall argue, the Mexican transition from a high-inflation to a low-inflation scenario has probably lessened the importance of the exchange rate as a source of macroeconomic fluctuations.
repercussion on prices. It is also shown that the behavior of prices entails a robust predetermined component (or inflationary inertia) and that higher inflationary expectations may affect the price level, making the realization of the inflation target more difficult for the Mexican central bank.

By the same token, there is solid empirical support for the notion that nominal wages respond in a positive way to increases in both capacity utilization and expected inflation. As we shall see, this particular finding has an important policy implication for the Bank of Mexico.

The paper is organized as follows. Section I provides a brief review of the empirical literature on the subject. Section II presents the theoretical model. Section III analyses the data, econometric methodology, and empirical results. Finally, as part of the conclusions, we summarize the findings and explore the policy implications.

**Review of the literature**

There are a number of empirical papers investigating the determinants of inflation in Mexico. Nonetheless, only a few of them examine the sources of output fluctuations as well. There is also some empirical work specifically related to the so-called *pass-through effect* from exchange rate to prices. This particular line of research focuses on the link between exchange rate depreciation and inflation, leaving other variables out of the analysis.

One of the pioneer empirical analyses of the Mexican inflationary phenomenon is Yacamán (1982). This author investigates how different macroeconomic variables (such as excess money supply, wages, expected inflation and foreign inflation) affect the domestic inflation rate. Based on regression analysis, he concludes that the only permanent or long-run source of inflationary pressure is an excess money supply. In the short-run, however, he finds that supply-side shocks, such as wage increases or a higher-than-expected international inflation, can create price instability. Finally, the evidence submitted indicates that, as inflation accelerated during the 1970s, the contribution of imported inflation to the home-country's
inflation almost doubled while the contribution of wages was practically cut in half.

Arias and Guerrero (1988), on the other hand, develop a six-variable (domestic price level; foreign price level; effective exchange rate; money supply as a share of Gross Domestic Product, GDP; public sector prices, and wages) Vector Autoregression (VAR) model to gather additional evidence about the underlying causes of inflation in Mexico. They choose a sample period characterized by an increasing inflation rate (1970-1987) and prove that both the exchange rate and foreign prices are significant sources of price instability. This result reinforces Yacamán’s conclusion regarding the prominent role played by imported inflation during the 1970s. Unlike Yacamán (1982), however, these authors state that wages do not really exert a significant influence on inflation. Monetary disturbances display permanent but relatively small effects on inflation, whereas public sector prices have a strong but short-lived inflationary effect. Lastly, Arias and Guerrero (1988) point out the presence of a growing inflationary inertia during those years.

Dornbusch et al. (1990) emphasize that exchange rate shocks are a leading inflationary factor in developing countries. They utilize a three-variable (inflation, real exchange rate, and real budget deficit) VAR model to conduct a multi-country empirical analysis of inflation, which includes Argentina, Brazil, Peru, Bolivia and Mexico. According to these authors, the exchange rate is a strong determinant of inflation in Argentina, Brazil, Mexico and Peru, but not as much in Bolivia. The budget deficit seems to be influencing prices only in Mexico, Bolivia and Peru. In contrast, Argentina and Brazil yield robust evidence of fiscal endogeneity, given the passive reaction of their budget deficits to shocks in the other two variables of the

Montiel (1989) provides similar evidence for Argentina and Brazil using the VAR technique. He finds that, even though money and exchange rate shocks are both important sources of inflation in these two countries, the exchange rate clearly became the most important inflationary force as inflation accelerated during the 1980s. Subsequent research, as we shall see, corroborates the notion that the higher the inflation rate is, the more responsive local prices are to external sources of inflation.
system. Moreover, inflationary dynamics in these two countries is driven by a combination of exchange rate shocks and inertial inflation. In the Mexican case, nevertheless, inflationary inertia appears to be relatively low.

Wang and Rogers (1994) utilize a five-variable (budget deficit, output, prices, real exchange rate and real money balances) VAR model to examine the responsiveness of prices and output to different types of shocks in the Mexican economy. They conclude that fiscal and monetary shocks have more influence on prices than do exchange rate shocks. Furthermore, output fluctuations are mainly determined by real and fiscal shocks, whereas monetary expansions and exchange rate depreciation do not exhibit significant real effects.\(^5\)

Relying on a micro-based macroeconomic model and regression analysis techniques, Pérez-López (1996) shows that the behavior of the Mexican inflation rate can be adequately captured by a *markup* model whose explanatory variables are: the rate of change in wages, the rate of change in external prices expressed in domestic currency, and lags of both the dependent variable (i.e., the inflation rate) and the two independent variables. Thus, the evidence rendered here indicates that the domestic rate of inflation is sensitive to wage increases, nominal exchange rate depreciation, and inflation abroad. A slightly modified version of this *markup* model of inflation, on the other hand, has been used by Garcés (1999) and Bailliu *et al.* (2003), mainly to formulate inflationary forecasts. It is worth mentioning that Bailliu *et al.* (2003) show that, in terms of forecasting power, their markup model outperforms the money gap and the open-economy Phillips curve models.

Agénor and Hoffmaister (1997) conduct a multi-country empirical investigation which comprises Chile, Korea, Mexico, and Turkey. The variables selected for each country are: inflation, money growth, nominal exchange rate depreciation, nominal wage growth, and the output gap.

\(^5\) Kamas (1995) reaches a similar conclusion for the Colombian economy. She uses domestic credit as the variable that reflects the *status* of monetary policy and proves, within a VAR framework, that an unexpected monetary expansion produces a negligible effect on output.
Using the generalized VAR approach, which is useful to make the empirical evidence independent of the VAR ordering, they demonstrate that wage shocks feed inflation in all countries, but the inflationary outcome is particularly persistent in Korea and Mexico. Exchange rate depreciation is inflationary in Mexico, Chile and Turkey, but not in Korea. A monetary impulse leads to higher output and inflation in all economies. In the Mexican case, nonetheless, an increase in the nominal money stock has a long-lived effect on prices and a merely transitory effect on economic activity.

Baqueiro, Díaz de León and Torres (2003) investigate the pass-through effect from exchange rate to prices in Mexico and other fifteen small open economies with flexible exchange rates. The empirical results are very robust in terms of revealing a direct relationship between the inflation rate and the magnitude of the pass-through effect. Put differently, the evidence strongly suggests that, as these economies move from a high-inflation to a low-inflation scenario, the influence of exchange rate fluctuations on the price level decreases. The above is consistent with previous research in the area, which highlights the significant contribution of foreign prices and the exchange rate to the domestic inflation rate during the high-inflation episodes (Yacamán, 1982; Arias and Guerrero, 1988; Dornbusch et al., 1990; Pérez-López, 1996; Agénor and Hoffmaister, 1997).

Therefore, regarding the wage-effect on inflation in Mexico, Agénor and Hoffmaister (1997) contradict Arias and Guerrero (1988), who find no evidence of inflationary pressure stemming from wage increases, and go farther than Yacamán (1982), who makes only reference to a short-term impact on prices. This discrepancy probably reflects the sensitivity of the empirical evidence with respect to two basic choices: the period under examination and the length of the period. Pérez-López (1996), for instance, notes that between 1989 and early 1994 the variation rate in wages exceeded the variation rate in inflation which, at the same time, was higher than the variation rate in foreign prices (expressed in local currency). From late 1994 on, the above situation reversed; that is, the local-currency value of foreign prices began to exhibit the highest variation and wages the lowest, with inflation variation lying somewhere in between. Consequently, the relative contribution of a given variable to the inflation rate may depend on the choice and scope of the sample period.

Of course, the rate of inflation is not the only determinant of the magnitude of the pass-through effect. According to McCarthy (1999), the size of the pass-through effect and the degree of openness of an economy are positively correlated. Furthermore, based on a panel study including 71 countries,
Using different econometric techniques, Galindo and Catalán (2004) provide evidence indicating a strong positive relationship between the four monetary aggregates and the rate of inflation. Furthermore, they show that monetary expansions could eventually lead to higher output, but emphasize that the relationship between money and economic activity is more complex and less robust than the relationship between money and prices.

Finally, on the basis of a six-variable (budget deficit, monetary base, real exchange rate, real interest rate, price level and output) VAR model, Cuevas (2005) shows that real exchange rate depreciation continues to be an important source of cost-push inflation in the Mexican economy, even though the time series used correspond mainly to the recent low-inflation period. An unexpected monetary expansion, on the other hand, results in a lower real interest rate and a higher output in the short run, which is consistent with the so-called liquidity effect. Finally, a rise in the government budget deficit has an indeterminate effect on output and a positive but negligible effect on prices.

In conclusion, the empirical literature identifies several variables as potential sources of inflation in Mexico and other developing countries: budget deficit, money supply, exchange rate, foreign prices, wages, public sector prices, inflationary expectations, and the output gap. The whole evidence put forward suggests that some of these variables influence economic activity as well. As we shall see, the model developed in this paper includes most of the aforementioned variables.

**Theoretical framework**

This section lays the foundation for a model consisting of nine observable variables: government spending \( g_t \), money supply \( m_t \), domestic nominal interest rate \( i_t \), real exchange rate \( q_t \), nominal wages \( w_t \), capacity utilization \( \pi_t \), Goldfajn and da Costa (2000) show that the extent of the pass-through effect depends not only on the degree of openness of the economy and the rate of inflation itself, but also on the cyclical component of output and the initial overvaluation of the currency.
(cut), prices (p), domestic output (y), and foreign output (yt*). Most of these variables have been identified as important sources of macroeconomic fluctuations in the recent literature. Furthermore, within a multivariate error-correction framework, we will test whether and to what extent the long-run behavior of the preceding variables is driven by four major cointegrating relationships: two reflecting the dynamics of aggregate demand and the remaining two capturing the dynamics of aggregate supply. This setup, however, is intended to capture not only the long-run equilibrium relationships among the variables but the short-term dynamics as well. Along these lines, we compare the relative strength of various determinants of inflation and output fluctuations, such as monetary shocks, exchange rate shocks, and unexpected changes in wages and capacity utilization.

The dynamics of aggregate demand

The demand side is represented by an open-economy version of the IS-LM model, which is built upon two basic assumptions: i) the exchange rate regime is flexible, and ii) the domestic economy is small enough to take foreign variables as given, that is, to take them as unaffected by the national economic policy. We set forth the specific behavioral relationships starting with the goods market and then proceeding with the money market.

Goods market

The long-run equilibrium in the goods market is represented by an open-economy version of the IS equation, which stems from the national product identity for an open economy:

$$ Y = C + I + G + X $$

where Y is total output, C is consumption, I is investment, G is government purchases, and X is net exports. To derive the IS function, we first assume that C and I vary positively with the level of income (Y) and negatively with the
nominal interest rate \((i)\). Secondly, we assume that \(X\) is a positive function of the real exchange rate \((Q)\) and the level of foreign output relative to domestic output \((Y'/Y)\). Under these assumptions, we obtain:

\[
Y = C(Y, i) + I(Y, i) + G + X(Q, Y'/Y) \quad [2]
\]

Now, solving the above relationship for \(Y\) we get:

\[
Y = F(G, i, Q, Y') \quad [3]
\]

Finally, we can linearize the previous equation and express it as a long-run equilibrium relationship:

\[
y_t = a_0 + a_1 g_t + a_2 i_t + a_3 q_t + a_4 y'_t + \varepsilon_t \quad [4]
\]

where \(y_t\) is the log of real domestic output, \(g_t\) is the log of government spending, \(i_t\) is the nominal interest rate, \(q_t\) is the log of the real exchange rate, \(y'_t\) is the log of real foreign output, and \(\varepsilon_t\) is a disturbance term capturing stochastic changes in variables excluded from the model.

In general, the expected parameters signs are: \(a_0 > 0\), \(a_1 > 0\), \(a_2 < 0\), \(a_3 > 0\), and \(a_4 > 0\). In other words, an expansionary fiscal policy will most likely stimulate aggregate demand and thus economic activity. Similarly, an increase in foreign output will probably raise net exports as well as domestic output. In contrast, an interest rate increase will lower aggregate demand by discouraging private investment and interest-sensitive consumption spending. The sign of \(a_3\), however, is somewhat ambiguous because real currency depreciation generates both expansionary and contractionary effects in developing countries, such as Mexico. A brief review of the

---

8 The choice of the nominal interest rate, as opposed to the real interest rate, is based on the Johansen methodology which requires all variables to be nonstationary in order to perform cointegration tests and estimate a VEC model.

9 As is well known, the log of the real exchange rate, \(q_t\), can be written as \(q_t = s_t + p_t^* - p_t\), where \(s_t\) is the log of the nominal exchange rate, \(p_t^*\) is the log of foreign prices, and \(p_t\) is the log of the domestic price level. Thus, \(q_t\) is the logarithmic version of the relative price of imports in terms of domestic goods.
literature on this subject reveals that currency depreciation affects output and prices through supply- and demand-side channels. According with the traditional view, it could raise aggregate demand as well as output by means of improving international competitiveness and expanding net exports. In contrast, Hirschman (1949) and Cooper (1971) argue that exchange rate depreciation raises the price of imports and lowers the price of exports. Therefore, if imports exceed exports, exchange rate depreciation may reduce real income and thus aggregate demand. Additional arguments for a contraction in aggregate demand are proposed by Diaz-Alejandro (1963), Krugman and Taylor (1978), and Barbone and Rivera-Batiz (1987). On the supply side, Bruno (1979) and Van Wijnbergen (1989), among others, point out that in a developing economy where a significant proportion of capital and intermediate goods are imported, exchange rate devaluation increases the local-currency price of imported capital and intermediate goods and produces cost-push inflation. Indeed, as we shall see, the empirical analysis for the Mexican economy shows that the contractionary effects of a rise in $q_t$ dominate (i.e., it shows that $a_3 < 0$).

In summary, equation [4] depicts the behavior pertaining to savers and investors in an open-economy setting and represents the first cointegration relationship that is to be tested.

**Money market**

The long-run equilibrium in the money market is represented by a conventional LM equation:

\[ m_t = b_0 + b_1 i_t + b_2 p_t + b_3 y_t + \varepsilon_t^m \]  \[ \tag{5} \]

where $m_t$ is the log of the nominal money stock, $p_t$ is the log of the price level, $\varepsilon_t^m$ is a stochastic disturbance term that accounts mainly for external shocks to the home-country's demand for money, and the other two variables (that is, $i_t$ and $y_t$) were previously defined. While the left-hand side of the equation represents the supply of money, which for simplicity is assumed to be determined by the central bank, the right-hand side specifies the
behavior of money demand. It is worth noting that money demand is an increasing function of prices and real output, and a decreasing function of the nominal interest rate since it measures the opportunity cost of holding money. Consequently, the parameter signs are: $b_0 > 0$, $b_1 < 0$, $b_2 > 0$, and $b_3 > 0$. Put briefly, the equality of supply and demand for money constitutes the long-run equilibrium condition in the money market. From this perspective, a monetary expansion not fully accommodated through a higher output will most likely engender an excess demand for goods and services and a growing price level, which will ultimately restore equilibrium in this particular market. Hence, equation [5] is the second ex ante cointegration relationship to be tested.

**The dynamics of aggregate supply**

The supply side is represented by a wage-price mechanism consisting of a wage-setting equation and a markup or price equation. It is worth mentioning that the markup equation (equation [7]) describes the behavior of prices and can therefore be regarded as the inverse supply curve of firms.

$$w_t = c_0 + c_1 i_t + c_2 c u_t + \varepsilon^w_t \quad [6]$$

$$p_t = d_0 + d_1 q_t + d_2 w_t + \varepsilon^p_t \quad [7]$$

Equation [6] represents the wage equation and is the result of both ex ante assumptions and ex post empirical testing. Here $w_t$ is the log of average hourly earnings, $c u_t$ is an index of capacity utilization, and $\varepsilon^w_t$ is a random error term reflecting unanticipated changes in other wage-related variables, such as the rate of job creation, the opportunity costs of self-employment, and the like.\(^\text{10}\) An important implication of equation [6] is that the wage

---

\(^\text{10}\) The disturbance term $\varepsilon^w_t$ can also serve to mirror sudden changes in the size of the informal sector, the degree of labor mobility, the government labor policy, and the bargaining power of unions versus firms.
adjustment process is to some degree forward-looking and, therefore, partly driven by inflationary expectations. Hence, we used the nominal interest rate to capture inflationary expectations and obtained a positive sign for coefficient $c_1$. Provided that the Fisher equation holds,$^{11}$ a positive sign for $c_1$ would suggest that a higher expected inflation rate tends to raise nominal wages. In addition, we have to consider that the role played by interest rates in the transmission of fiscal, monetary and exchange rate impulses to prices and output is of paramount importance.

The capacity utilization index is used here as a substitute for the unemployment rate.$^{12}$ Accordingly, nominal wages in equation [6] tend to grow as the level of output approaches full capacity (i.e., $c_2 > 0$).

Every term in equation [7] has been defined with the exception of $\varepsilon_t$, which is a stochastic disturbance term capturing shocks to price-related variables not included in the model. Every parameter in [7] is expected to be positive. In other words, a salary increase or a real exchange rate depreciation (i.e., a rise in $q_t$) is expected to produce cost-push inflation.$^{13}$ Broadly speaking, equation [7] suggests that individual suppliers set prices in excess of per unit production costs (jointly determined by $w_t$ and $q_t$) and then satisfy whatever demand is generated at those prices, given the capacity utilization constraint.

**Empirical analysis**

Based on the previous model and the recent empirical literature, we have in principle selected nine variables to conduct an empirical analysis of

---

$^{11}$The Fisher equation states that: $i_t = r_t + \pi_t$, where $r_t$ is the expected real interest rate and $\pi_t$ is the expected inflation rate at time $t$.

$^{12}$Use of the actual unemployment rate was discarded, as this variable appears to be stationary and cannot be part of the cointegration tests. The output gap, estimated through the Hodrick-Prescott filter, also proved to be stationary in levels. As we shall see, the capacity utilization index is I(1) in levels and can thus be included in the cointegration analysis.

$^{13}$Assuming that the domestic price level is downwardly inflexible, real exchange rate depreciation could arise from nominal exchange rate depreciation and/or from inflation abroad. In any event, foreign inputs will become more costly to domestic firms and there will be more pressure on the domestic price level.
macroeconomic fluctuations in Mexico. In consequence, we use monthly
data for each variable from January 1996 to January 2007 (133 observations
in all).\footnote{Source: Instituto Nacional de Estadística, Geografía e Informática (INEGI), Banco de México, and International Monetary Fund (IMF).}

Before presenting the estimation results, some data issues have to be
tackled:

1. As an index of fiscal policy we resort to the public sector government spending
\((g)\), which amounts to the sum of expenditures of the federal government, the
state-owned enterprises under budgetary control, and the non-budgetary sector.
The rationale for adopting this particular variable is not only the availability of
information, but also the role it has played in the fiscal adjustment process during
the last quarter of a century.
2. Money supply, \(m\), is measured by M1 since it only comprises the liquid components
of money, such as currency held by the public and checkable deposits at banks and
other financial intermediaries. Put differently, M1 includes only the money which
is directly used for purchasing goods and services in the economy. As a result,
M1 probably mimics better than any broader measure of money the transaction
demand for money of individuals and firms.
3. The 28-day treasury bill rate serves the purpose of measuring the nominal interest
rate, \(i\), as treasury bills (Certificados de la Tesorería) represent the most important
instrument of the Mexican money market.
4. The real exchange rate variable, \(q\), stems from a real effective exchange rate index.
Such an index is based on consumer prices and measures changes in international
competitiveness with respect to more than a hundred nations.
5. As the wage variable, \(w\), we choose the average hourly earnings in the manufacturing
sector.
6. As noted earlier, a capacity utilization index (\(cu\)) in the manufacturing industry
(which includes 205 types of economic activity) is utilized instead of the
unemployment rate.
7. The Consumer Price Index (\(CP\)) is used to measure changes in the price level (\(p\)).
8. Since monthly GDP-data is not available in the case of Mexico, we make use of the
Global Economic Activity Index (IGAE) as a proxy for domestic output (\(y\)).
9. Similarly, the American industrial production index is used as a proxy for foreign
output (\(y^*\)).
Finally, the data for all variables were seasonally adjusted by means of the X12 procedure. With the exception of interest rates, all series are expressed in logarithms.

**Unit root and stationarity tests**

Due to the growing variety of tests for detecting the presence of one or more unit roots in a time series, and the fact that each one has its own pros and cons, we deem proper to select three different types of standard tests: Augmented Dickey-Fuller (ADF, 1979), Dickey-Fuller with Generalized Least Squares detrending developed by Elliot, Rothenberg and Stock (DF-GLS, 1996), and Kwiatkowski, Phillips, Schmidt, and Shin (KPSS, 1992). In testing for unit roots (or for the presence of stationarity), an important issue relates to whether we must include a constant and a linear trend or only a constant –since the DF-GLS and the KPSS tests do not allow eliminating the constant term in the test equation–. To elucidate this matter we followed Hamilton’s procedure (1994, p. 501), in terms of choosing a specification that provides a realistic description of the data, both under the null and the alternative hypotheses. Each test equation was also subjected to a battery of $F$ type tests, which are based on the critical values that Dickey and Fuller (1981) and Dickey et al. (1986) developed for that specific purpose. The basic test results are reported in table 1.

It is worth noting that, in the ADF and DF-GLS tests, the null hypothesis of a unit root is contrasted against the alternative hypothesis of stationarity. On the other hand, in the KPSS tests, the null hypothesis of stationarity is contrasted against the alternative of non-stationarity. The rationale for including a stationarity test, such as the KPSS test, is that the non-rejection of a unit root hypothesis might be due to the lack of power of the ADF and DF-GLS tests. The DF-GLS test, however, has proven more powerful than the ADF test when the test equation includes a constant and a linear trend.

---

15 The null hypothesis of a unit root with no deterministic trend was tested against the alternative hypothesis, which included a deterministic trend.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Specification of the test equation</th>
<th>ADF test statistic (Ho: unit root)</th>
<th>DF-GLS test statistic (Ho: unit root)</th>
<th>KPSS test statistic (Ho: stationarity)</th>
<th>Order of Integration</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y_t )</td>
<td>C and ( \text{T} )</td>
<td>-2.70</td>
<td>-0.73</td>
<td>0.33**</td>
<td>( \geq 1 )</td>
</tr>
<tr>
<td>( \Delta y_t )</td>
<td>C</td>
<td>-12.37**</td>
<td>-1.84</td>
<td>0.72*</td>
<td>?</td>
</tr>
<tr>
<td>( \Delta^2 y_t )</td>
<td>C</td>
<td>-11.94**</td>
<td>-13.77**</td>
<td>0.11</td>
<td>0</td>
</tr>
<tr>
<td>( m_t )</td>
<td>C and ( \text{T} )</td>
<td>-3.29</td>
<td>-0.34</td>
<td>0.32**</td>
<td>( \geq 1 )</td>
</tr>
<tr>
<td>( \Delta m_t )</td>
<td>C</td>
<td>-4.05**</td>
<td>-2.36*</td>
<td>0.99**</td>
<td>?</td>
</tr>
<tr>
<td>( \Delta^2 m_t )</td>
<td>C</td>
<td>-11.59**</td>
<td>-16.07**</td>
<td>0.17</td>
<td>0</td>
</tr>
<tr>
<td>( i_t )</td>
<td>C</td>
<td>-2.75</td>
<td>-0.09</td>
<td>1.19**</td>
<td>1</td>
</tr>
<tr>
<td>( \Delta i_t )</td>
<td>C</td>
<td>-12.41**</td>
<td>-12.24**</td>
<td>0.20</td>
<td>0</td>
</tr>
<tr>
<td>( q_t )</td>
<td>C</td>
<td>-2.01</td>
<td>-0.99</td>
<td>0.30**</td>
<td>1</td>
</tr>
<tr>
<td>( \Delta q_t )</td>
<td>C</td>
<td>-8.47**</td>
<td>-7.41**</td>
<td>0.45</td>
<td>0</td>
</tr>
<tr>
<td>( w_t )</td>
<td>C and ( \text{T} )</td>
<td>-1.78</td>
<td>-0.94</td>
<td>-0.29**</td>
<td>( \geq 1 )</td>
</tr>
<tr>
<td>( \Delta w_t )</td>
<td>C</td>
<td>-16.22**</td>
<td>-1.20</td>
<td>0.35</td>
<td>?</td>
</tr>
<tr>
<td>( \Delta^2 w_t )</td>
<td>C</td>
<td>-9.53**</td>
<td>-9.34**</td>
<td>0.12</td>
<td>0</td>
</tr>
<tr>
<td>( c_t )</td>
<td>C</td>
<td>-0.97</td>
<td>-0.81</td>
<td>0.54*</td>
<td>1</td>
</tr>
<tr>
<td>( \Delta c_t )</td>
<td>C</td>
<td>-14.26**</td>
<td>-14.25**</td>
<td>0.33</td>
<td>0</td>
</tr>
<tr>
<td>( p_t )</td>
<td>C and ( \text{T} )</td>
<td>-4.42**</td>
<td>-0.47</td>
<td>0.35**</td>
<td>?</td>
</tr>
<tr>
<td>( \Delta p_t )</td>
<td>C</td>
<td>-3.70**</td>
<td>-0.52</td>
<td>1.20**</td>
<td>?</td>
</tr>
<tr>
<td>( \Delta^2 p_t )</td>
<td>C</td>
<td>-12.28**</td>
<td>-0.77</td>
<td>0.50*</td>
<td>?</td>
</tr>
<tr>
<td>( y_t^* )</td>
<td>C and ( \text{T} )</td>
<td>-2.48</td>
<td>-1.15</td>
<td>0.23**</td>
<td>1</td>
</tr>
<tr>
<td>( \Delta y_t^* )</td>
<td>C</td>
<td>-13.92**</td>
<td>-1.99*</td>
<td>0.33</td>
<td>0</td>
</tr>
<tr>
<td>( \Delta^2 y_t^* )</td>
<td>C</td>
<td>-2.19</td>
<td>-1.30</td>
<td>0.19*</td>
<td>( \geq 1 )</td>
</tr>
<tr>
<td>( \Delta^2 y_t^* )</td>
<td>C</td>
<td>-3.87**</td>
<td>-1.85</td>
<td>0.31</td>
<td>?</td>
</tr>
</tbody>
</table>

Notes: 1/ C = Constant and \( \text{T} \) = Linear Trend. 2/ Asterisks * and ** denote rejection of the null hypothesis at the 5% and 1% significance levels, respectively. 3/ The question mark ? stands for an indeterminate or inconclusive result. 4/ The symbols \( \Delta \) and \( \Delta^2 \) are the first and second difference operators, respectively. 5/ The ADF test results are based on Mackinnon (1996) critical values and their associated one-sided p-values. The Schwarz Information Criterion is used to determine the lag length of each test equation. 6/ The DF-GLS test results are based on the critical values developed by Elliott, Rothenberg and Stock (1996). The Schwarz Information Criterion is used to determine the lag length of each test equation. 7/ The KPSS test results are based on the critical values proposed by Kwiatkowski, Phillips, Schmidt and Shin (1992). To control the bandwidth, we use the Newey-West bandwidth selection method and the Bartlett Kernel.
Table 1 reports that four variables ($i_t, q_t, cu_t, y_t$) are non-stationary in levels and stationary in first differences, so that they can be regarded as $I(1)$. The remaining five variables ($g_t, m_t, w_t, p_t, y^*_t$) could in principle involve a higher order of integration, given that the test results are somewhat ambiguous. The second differences of government spending, money supply and nominal earnings ($\Delta^2 g_t, \Delta^2 m_t, \Delta^2 w_t$) are clearly stationary, but the results are inconclusive in first differences. For instance, the two unit root hypotheses are rejected for the first difference of the monetary aggregate ($\Delta m_t$) but the stationarity hypothesis is also rejected. These mixed results also apply to the price level and foreign output, even after differentiating once and twice. García (2002) and Galindo and Catalán (2004), *inter alia*, encounter exactly the same problem with the price level and the monetary aggregates of the Mexican economy, even though the sample period and the tests used differ. Based on previous evidence indicating that the Mexican prices are $I(1)$ in larger samples, García (2002) chooses to treat both money and prices as $I(1)$. On the other hand, Galindo and Catalán (2004) work with those series in levels and first differences only, thus treating them as $I(1)$.

Moreover, the American industrial production index also seems to be $I(1)$. Hence, it seems reasonable to treat money, prices and the rest of the variables as $I(1)$ in levels and $I(0)$ in first differences.

**Cointegration analysis**

Following the Johansen methodology, we first proceed to estimate an unrestricted and congruent VAR model in nine variables:

$$Y_t = A_1 Y_{t-1} + A_2 Y_{t-2} + \ldots + A_p Y_{t-p} + \Psi X_t + \eta_t$$

[8] They argue further that these variables are non-stationary in levels regardless of possible structural breaks.
where $Y_t$ is an $9 \times 1$ vector of variables, $X_t$ is a $2 \times 1$ vector of deterministic trends, and $\eta_t$ is an $9 \times 1$ vector of innovations. On the other hand, $A_i$ and $\Psi$ are coefficient matrices with dimensions $9 \times 9$ and $9 \times 2$, respectively.

The value of $p$, that is, the lag length of the VAR model was determined empirically, since the use of different lag length criteria failed to achieve congruency (that is, failed to produce relatively well-behaved residuals). Along these lines, a VAR model with six lags for each variable in each equation is congruent and retains a large enough number of degrees of freedom to efficiently estimate the parameters of the model. Table 2 reports the outcome of the multivariate serial correlation Lagrange Multiplier (LM) tests. The LM statistics and $p$-values suggest the absence of serial correlation up to lag order fifteen. By the same token, we performed the multivariate version of the White Heteroskedasticity test, revealing that at the 5% significance level the null hypothesis of homoscedasticity cannot be rejected in any of the cases.

Despite these encouraging results, in a six-lag VAR most series exhibit residuals with an important number of statistically significant outliers. Consequently, a battery of VAR residual normality tests leads to concluding non-normality and the problem remains despite the addition of more lags. Nonetheless, Johansen (1995, p. 20) relaxes the normality requirement in this particular instance, stating that residuals should not substantially depart from Gaussian white noise. Thus, in view of the previous testing, the estimated six-lag VAR model appears to be congruent and suitable for cointegration analysis. Moreover, reducing the information set (that is, the number of variables in the system), increases the number of lags needed to arrive at a statistically well-behaved VAR. Johansen (1995) states that, in

---

17 As we shall see later, $X_t$ contains a 1, which captures the intercept term in each equation, and a time trend $t$.

18 We also estimated the matrix of pairwise cross-correlograms—with two-standard error bounds—for the VAR residuals, which are broadly consistent with the absence of autocorrelations.

19 For the sake of brevity, this test results are available upon request.

20 Results of these tests are also available upon petition.
some cases, long lags are an indication that the information set of a VAR needs to be broaden.

### Table 2

#### Multivariate serial correlation LM tests

<table>
<thead>
<tr>
<th>Lag order (p)</th>
<th>LM-Statistics</th>
<th>Probability values</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>84.84508</td>
<td>0.3633</td>
</tr>
<tr>
<td>2</td>
<td>93.53827</td>
<td>0.1610</td>
</tr>
<tr>
<td>3</td>
<td>75.06949</td>
<td>0.6646</td>
</tr>
<tr>
<td>4</td>
<td>99.58583</td>
<td>0.0788</td>
</tr>
<tr>
<td>5</td>
<td>75.78829</td>
<td>0.6428</td>
</tr>
<tr>
<td>6</td>
<td>88.43973</td>
<td>0.2678</td>
</tr>
<tr>
<td>7</td>
<td>85.23797</td>
<td>0.3522</td>
</tr>
<tr>
<td>8</td>
<td>69.23102</td>
<td>0.8214</td>
</tr>
<tr>
<td>9</td>
<td>72.11337</td>
<td>0.7494</td>
</tr>
<tr>
<td>10</td>
<td>83.09298</td>
<td>0.4148</td>
</tr>
<tr>
<td>11</td>
<td>77.45130</td>
<td>0.5911</td>
</tr>
<tr>
<td>12</td>
<td>85.24075</td>
<td>0.3521</td>
</tr>
<tr>
<td>13</td>
<td>79.49539</td>
<td>0.5265</td>
</tr>
<tr>
<td>14</td>
<td>71.90358</td>
<td>0.7550</td>
</tr>
<tr>
<td>15</td>
<td>79.07779</td>
<td>0.5397</td>
</tr>
</tbody>
</table>

Notes: 1/ $H_0$: there is no serial correlation at lag order $p$. 2/ Probabilities from Chi-squared distribution with 64 degrees of freedom.

So, a reparameterisation of equation [8] yields the following expression:

$$
\Delta Y_t = \Pi Y_{t-1} + \Gamma_1 \Delta Y_{t-1} + \Gamma_2 \Delta Y_{t-2} + \ldots + \Gamma_{(p-1)} \Delta Y_{t-(p-1)} + \Psi X_t + \eta_t \tag{9}
$$

where \[ \Pi = \sum_{i=1}^{p} A_i - I, \ \Gamma_i = - \sum_{j>i}^{p} A_j, \] and $\eta_t$ is an i.i.d. vector of innovations with mean zero and variance $\Omega$. Note that the $p$th order VAR translates into a $(p-1)$th order VEC model. Moreover, the reliability of the empirical evidence in the context of the cointegration analysis requires that $\eta_t$ be
i.i.d. and not n.i.i.d. The fourth implication of the Granger Representation Theorem (Engle and Granger, 1987) states that if a $k$-dimensional vector of variables is I(1) and involves one or more cointegrating relationships, then there exists a VEC model which can be accurately represented by equation [9]. More specifically, if variables in vector $Y_t$ are I(1) and the rank of the coefficient matrix $\Pi$ is reduced ($r < k$), then it can be shown that $k \times r$ matrices $\alpha$ and $\beta$ (both with rank $r$) exist and are such that: i) $\Pi = \alpha \beta'$ and ii) $\beta' Y_{t-1}$ is stationary. Hence, the columns of $\beta$ are the cointegrating vectors and $\beta' Y_{t-1}$ contains the $r$ long-run equilibrium relationships among the $k$ variables, where $r$ symbolizes the cointegrating rank. The elements of matrix $\alpha$ are the adjustment coefficients of the VEC model and their values determine the speed at which equilibrium is restored following a shock. The short-run dynamics is also captured by coefficient matrices $\Gamma_1, \Gamma_2, \ldots, \Gamma_{(p-1)}$.

Along these lines, VEC models are designed to capture both the long-run equilibrium relationships among the $k$ variables and the short-term dynamic response of each variable to an innovation in another variable. Such a response is also estimated in the context of a $k$-dimensional model.

As is well known, Johansen’s approach essentially lies in estimating equation [9] by maximum likelihood, and then test whether the restrictions derived from the reduced rank of matrix $\Pi$ can be rejected. So, the main task at this point is to determine the cointegrating rank of $\Pi$ and estimate both the equilibrium (or long-run) parameters and the adjustment (or short-run) parameters. To that end, we depart from equation [9], which is in principle an unrestricted VAR expressed as a VEC model. The term unrestricted means that no prior restrictions are placed on the rank of $\Pi$.

The next step, however, is to impose the restrictions associated with the previously depicted model (i.e., the restrictions implied by equations [4], [5], [6] and [7]), given that economic theory should play an important role in determining the number and form of the cointegrating relationships. The objective here is to identify cointegrating equations which are meaningful from an economic viewpoint.

Before performing the cointegration tests, it is necessary to make a plausible assumption regarding intercepts and trends in the cointegrating
relationships (or cointegrating space) and the VAR (or data space). Due to the fact that our model is linear, at least in the logarithms of the variables, a constant will be allowed in the cointegrating space such that the long-run equilibrium relations among the variables are not restricted to cross the origin. In addition, given that most level series display a linear trend it was deemed appropriate to include a constant in the data space as well.

To determine the cointegration rank of matrix $\Pi$ (i.e., to determine the value of $r$), Johansen proposes two types of likelihood ratio (LR) tests statistics: the trace statistic, denoted $\lambda_{\text{trace}}$, and the maximum eigenvalue statistics, denoted $\lambda_{\text{max}}$. Although both statistics are LR statistics, they are not asymptotically distributed as a standard $\chi^2$ distribution under the null hypothesis. Hence, we will make use of the non-standard critical values developed by Osterwald-Lenum (1992). Johansen’s cointegration trace and maximum eigenvalue tests are reported in tables 3 and 4, respectively.

<table>
<thead>
<tr>
<th>Null hypothesis</th>
<th>Alternative hypothesis</th>
<th>$\lambda_{\text{trace}}$-statistic</th>
<th>5% critical value</th>
<th>1% critical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = 0$</td>
<td>$r \geq 1$</td>
<td>366.4025**</td>
<td>192.89</td>
<td>204.95</td>
</tr>
<tr>
<td>$r \leq 1$</td>
<td>$r \geq 2$</td>
<td>246.9738**</td>
<td>156.00</td>
<td>168.36</td>
</tr>
<tr>
<td>$r \leq 2$</td>
<td>$r \geq 3$</td>
<td>180.6932**</td>
<td>124.24</td>
<td>133.57</td>
</tr>
<tr>
<td>$r \leq 3$</td>
<td>$r \geq 4$</td>
<td>133.6471**</td>
<td>94.15</td>
<td>103.18</td>
</tr>
<tr>
<td>$r \leq 4$</td>
<td>$r \geq 5$</td>
<td>97.47284**</td>
<td>68.52</td>
<td>76.07</td>
</tr>
<tr>
<td>$r \leq 5$</td>
<td>$r \geq 6$</td>
<td>62.32706**</td>
<td>47.21</td>
<td>54.46</td>
</tr>
<tr>
<td>$r \leq 6$</td>
<td>$r \geq 7$</td>
<td>35.21262*</td>
<td>29.68</td>
<td>35.65</td>
</tr>
<tr>
<td>$r \leq 7$</td>
<td>$r \geq 8$</td>
<td>11.08846</td>
<td>15.41</td>
<td>20.04</td>
</tr>
<tr>
<td>$r \leq 8$</td>
<td>$r = 9$</td>
<td>1.752521</td>
<td>3.76</td>
<td>6.65</td>
</tr>
</tbody>
</table>

Notes: 1/ The letter $r$ stands for the number of cointegrating equations. 2/ Asterisks * and ** denote rejection of the null hypothesis at the 5% and 1% significance levels, respectively. 3/ Trace tests indicate the existence of 7 (6) cointegrating equations at the 5% (1%) significance level. 4/ The lag length of the VAR is six. A constant in the cointegrating space and a linear trend in the data space were included.
As illustrated in tables 3 and 4, the two tests are used in a sequential fashion, starting at $r = 0$ and ending at $r \leq k - 1$ until a rejection of the null hypothesis arises. A noteworthy distinction between the trace and the maximum eigenvalue statistics is that the latter stems from a more restrictive alternative hypothesis, which is meant to increase the power of the test.\(^{21}\) The trace tests indicate that there are seven (six) cointegrating equations at the 5% (1%) significance level. In contrast, the maximum eigenvalue tests indicate that there are three (two) cointegrating equations at the 5% (1%) significance level.\(^{22}\)

\(^{21}\) See Patterson (2000, pp. 620-621) for a detailed discussion on the subject.

\(^{22}\) A key issue is whether, and to what extent, the test results are sensitive to the underlying assumptions made about trends and intercepts in the cointegration space and the data space. To deal with this matter we performed a battery of cointegration tests under different specifications for deterministic terms. The main finding was that the maximum eigenvalue tests reported exactly the same outcome, even with implausible specifications. Besides, the cointegrating equations with the baseline specification (i.e., with a constant in the cointegration space and a linear trend in the data space) were graphed against
After performing the appropriate normalizations, the above discrepancy was resolved in favor of the maximum eigenvalue tests, given that only three vectors were relatively consistent with economic theory. These vectors are presented in Table 5 and some of the wrongly signed parameters are fixed subsequently through the application of likelihood ratio tests and the eradication of potentially redundant variables.

<table>
<thead>
<tr>
<th>Table 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum likelihood estimates of cointegrating vectors (the $\beta$ matrix)</td>
</tr>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>$y_t$</td>
</tr>
<tr>
<td>$m_t$</td>
</tr>
<tr>
<td>$w_t$</td>
</tr>
<tr>
<td>$g_t$</td>
</tr>
<tr>
<td>$i_t$</td>
</tr>
<tr>
<td>$q_t$</td>
</tr>
<tr>
<td>$c_u$</td>
</tr>
<tr>
<td>$p_t$</td>
</tr>
<tr>
<td>$y_t^*$</td>
</tr>
<tr>
<td>Intercepts</td>
</tr>
</tbody>
</table>

In order to convey a straightforward interpretation, we can rewrite the long-run equilibrium relationships as:

\[
y_t = -3.875 + 0.569g_t - 0.0071i_t - 0.114q_t - 0.887c_u - 0.542p_t + 0.002y_t^* \tag{10}
\]

\[
m_t = 116.537 + 3.771g_t - 0.240i_t - 3.277q_t + 22.461c_u + 3.575p_t - 0.243y_t^* \tag{11}
\]

time. The result was that those equations enclose the horizontal axis for an extended period of time, thereby showing that no linear trend needed to be accounted for in the cointegrating space.
In accordance with standard economic theory, equation [10] reports positive coefficients for government spending and foreign output, and a negative coefficient for the nominal interest rate and the price level. Nonetheless, the parameter estimates corresponding to the real exchange rate and capacity utilization are negative. As noted earlier, the net effect of a given currency depreciation seems to be negative in the Mexican economy. On the other hand, a negative coefficient for capacity utilization is certainly not in line with economic theory but this inconsistency will be eradicated by dropping potentially redundant variables from equation [10].

Parameter signs in equation [11] are all theoretically correct, given that money demand is a decreasing function of the nominal interest rate, the real exchange rate, and foreign output. At the same time, we observe that money demand is an increasing function of government spending, prices, capacity utilization (which is used here as a proxy for domestic output). Note that, in principle, there is no evidence of money demand homogeneity with respect to prices (the price elasticity of money demand is greater than unity). It must be highlighted that, in the long run, the level of capacity utilization appears to exert a strong positive influence on money demand. In any event, this finding would be in agreement with previous expectations given that the closer actual output is to potential output, the more money economic agents demand to fulfill their dealings.

In the wage equation (equation [12]), only one parameter sign—the one associated with foreign output—is in principle contrary to our expectations. This problem, however, is resolved by finding a more plausible specification for equation [12]. Consequently, the next step is to determine whether equations [10], [11] and [12] are consistent with our ex ante assumptions.

\[ w_t = 130.306 + 7.467 g_t + 0.3765 i_t - 5.509 q_t + 19.220 cu_t + 0.354 p_t - 0.358 y_t^* \]  

[12]

23 Real currency depreciation is consistent with a lower demand for domestic currency. By the same token, an increasing output abroad might strengthen the demand for American dollars and weaken the demand for Mexican pesos.
regarding the functional form of the IS equation (equation [4]), the LM or money demand equation (equation [5]), and the wage-setting equation (equation [6]). In other words, we will test the following three hypotheses by means of likelihood ratio tests:

\( H_0^1 \): All parameters in [10] not included in [4] equal zero.
\( H_0^3 \): All parameters in [12] not included in [6] equal zero.

The probability values associated with the first, second and third null hypotheses are 0.349, 0.378 and 0.000, respectively. Thus, at the 5% significance level, the LR tests lead to the non-rejection of \( H_0^1 \) and \( H_0^2 \), and to the rejection of \( H_0^3 \). Further testing suggests that the only variable that can be dropped from the wage equation is the price level. This amounts to an empirical validation of the IS and the money demand equations (equations [4] and [5]), although in the case of the latter capacity utilization had to be used as a proxy for output.\(^{24}\) Finally, the hypothesis that the price elasticity of money demand equals one (i.e., the hypothesis that \( b_2 \) in equation [5] equals 1) is rejected at the 5% significance level. In consequence, our VEC model will contain the next three re-estimated error-correction terms (ECT) in each equation:

\[
ECT_1_t = -y_t + 2.739 + 0.085g_t - 0.010i_t - 0.037q_t + 0.009y_t^* \quad [13]
\]
\[
ECT_2_t = -m_t - 22.006 - 0.017i_t + 6.171cu_t + 1.860p_t \quad [14]
\]
\[
ECT_3_t = -w_t + 89.125 + 5.633g_t + 0.266i_t - 3.805q_t + 12.059cu_t + 0.254y_t^* \quad [15]
\]

\(^{24}\) Use of actual output in the money demand equation gives rise to inadequate results for the other two cointegrating equations.
$\text{ECT}_1$, $\text{ECT}_2$, and $\text{ECT}_3$, represent the long-run equilibria in the goods, money and labor markets.\(^{25}\) First of all, $\text{ECT}_1$, suggests that, in the long-run, the domestic output is an increasing function of government spending and the level of foreign output, and a decreasing function of the interest rate and the real exchange rate. It is worth mentioning that this relationship remains basically unchanged after replacing the real exchange rate ($q_t$) for the nominal exchange rate ($e_t$).\(^{26}\) Secondly, $\text{ECT}_2$, shows, among other things, that a monetary expansion not completely accommodated by a higher output (i.e., by a higher capacity utilization) causes an excess demand for goods and a growing price level, which will gradually restore the equilibrium in the money market. Thirdly, $\text{ECT}_3$, implies that nominal wages respond negatively to the real exchange rate, and positively to government purchases, inflationary expectations (which are mirrored here by the nominal interest rate) and capacity utilization. The intuition behind is that real exchange rate depreciation increases the cost of foreign inputs to domestic firms, thereby reducing economic activity and wages. On the other hand, an improvement in capacity utilization will raise labor demand and, therefore, nominal wages and earnings. In spite of the heavy regulations in the Mexican labor market, the rest of the evidence presented in this paper is consistent with the implications of $\text{ECT}_3$.

Broadly speaking, shocks cause variables to depart from long-run equilibria (i.e., the error-correction terms differ from zero). Such departures, in turn, trigger a dynamic process through which equilibria are eventually restored. This dynamic process is described by the 9x3 matrix of estimated adjustment coefficients in table 6.

As illustrated above, the short-run behavior of output is significantly influenced by departures from long-run behavior of aggregate demand and wages. By the same token, the short-run dynamics of prices and capacity

\(^{25}\) In this manner, we have two cointegrating relations stemming from the demand side of the economy (equations [13] and [14]) and one from the supply side (equation [15]).

\(^{26}\) In this particular case, the resulting error-correction term is: $\text{ECT}_1t = -y_t + 2.263 + 0.188g_t – 0.005i_t – 0.218e_t + 0.006y^*_t$. 


utilization is responsive to deviations from long-run equilibria of aggregate demand, money demand and wages. The rest of the variables are affected by at least one of the error-correction terms (ECTs), with the exception of government spending and foreign output. Since these particular variables do not seem to adjust to any lagged disequilibria, they should be treated as exogenous (or weakly exogenous, in the Johansen terminology) for the relevant parameters $\alpha$ and $\beta$. In this context, following Johansen standard procedure, we shall model a seven-equation system to perform impulse response and variance decomposition analyses.

### Table 6

**Matrix of estimated adjustment coefficients (the $a$ matrix)**

<table>
<thead>
<tr>
<th>Equation</th>
<th>$\text{ect1}_{t-1}$</th>
<th>$\text{ect2}_{t-1}$</th>
<th>$\text{ect3}_{t-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta y_t$</td>
<td>-0.159**</td>
<td>-0.048</td>
<td>0.033*</td>
</tr>
<tr>
<td>$\Delta m_t$</td>
<td>-0.155**</td>
<td>-0.019</td>
<td>0.014</td>
</tr>
<tr>
<td>$\Delta w_t$</td>
<td>-0.602</td>
<td>-0.356</td>
<td>0.204**</td>
</tr>
<tr>
<td>$\Delta g_t$</td>
<td>0.356</td>
<td>-0.066</td>
<td>0.032</td>
</tr>
<tr>
<td>$\Delta i_t$</td>
<td>30.208**</td>
<td>8.333</td>
<td>-2.811</td>
</tr>
<tr>
<td>$\Delta q_t$</td>
<td>0.497</td>
<td>0.213</td>
<td>-0.122**</td>
</tr>
<tr>
<td>$\Delta cu_t$</td>
<td>0.392***</td>
<td>0.119***</td>
<td>-0.074***</td>
</tr>
<tr>
<td>$\Delta p_t$</td>
<td>0.093**</td>
<td>0.023**</td>
<td>-0.016**</td>
</tr>
<tr>
<td>$\Delta y_t'$</td>
<td>24.867</td>
<td>6.325</td>
<td>-4.279</td>
</tr>
</tbody>
</table>

Note: asterisks *, ** and *** denote significance at the 10, 5 and 1 per cent levels, respectively.

### Sensitivity analysis

The next step is to estimate the dynamic response of each variable to an unexpected change in another variable, in the context of a VEC model. This task will be accomplished by means of generalized impulse response functions, which do not depend on the VAR ordering (see Pesaran and Shin, 1998). Graphs 1, 2 and 3, respectively, depict the 24-month responses of prices, output and earnings to different sorts of shocks. Broadly speaking, a
A shock can be defined as an unexpected increase in a given variable, whose size is one standard deviation and whose duration is one month. For simplicity, we shall only present those impulse responses that convey some relevant economic meaning.

**Graph 1**
*Response of the price level to different shocks*

**Graph 2**
*Response of economic activity to different shocks*
Graph 1 indicates that monetary, exchange rate and interest rate shocks have positive and long-lived effects on the price level. On the other hand, shocks to the price level itself (i.e., own-shocks) generate a large inflationary effect, suggesting the presence of a strong predetermined component (that is, a high degree of inflationary inertia). Moreover, in the long run, the supply of money appears to be a prominent source of inflation and this finding is consistent not only with the cointegration analysis (see equation [14] and its economic interpretation), but also with the generalized variance decompositions reported in table 7. Real exchange rate depreciation and sudden escalations in the expected inflation rate (as proxied by the nominal interest rate) seem to exert a notable influence on prices as well. The responsiveness of prices to real currency depreciation, however, tends to diminish as the Mexican economy moves from a high-inflation to low-inflation state.\(^2\) Lastly, there is no evidence of wages affecting inflation.

\(^2\) In fact, when we extend the sample period backward to include the December-of-1994 devaluation of the peso and its aftermath, we find that the pass-through effect from the real exchange rate to the
In graph 2 we get an idea about the responsiveness of output to three types of shocks. Monetary shocks appear to increase output initially but this effect dies down after a few months and, as we shall see, variance decompositions do not really support this particular finding. Of course, a necessary—but not a sufficient—condition for a monetary expansion to bring about a production gain is that there be enough slack in capacity utilization. Shocks to capacity utilization raise economic activity at impact and this positive effect is persistent overtime. And a shock to wages (i.e., an increase in nominal earnings) discourages economic activity for several months.  

Finally, graph 3 shows that nominal earnings (and, of course, nominal wages) react positively to increases in the nominal interest rate and capacity utilization. This finding is consistent with equation [15], which places the wage variable as an increasing function of nominal interest rates and capacity utilization. Therefore, both labor demand (as measured by capacity utilization) and inflationary expectations (as measured by the nominal rate of interest) display positive effects on nominal earnings. Now, the finding that nominal wages positively react to inflationary expectations and, at the same time, economic activity negatively reacts to wage-shocks is consistent with the wage-price mechanism developed by Tobin (1972).  

The last step is to estimate the generalized variance decompositions (GVDs) for the variables of interest, namely, prices, output and wages. Generally speaking, what we are doing here is decomposing the forecast error
of a given variable over different time horizons \(i.e.,\ 12\ \text{and}\ 24\ \text{months}\) into the components attributable to innovations (or shocks) in all the variables considered. In table 7, we can observe that variance decompositions are for the most part consistent with the empirical evidence provided earlier.

First, let us examine the variance decomposition \(\text{VD}\) for the price level, which is presented at the top of the table. Notice that, after 24 months, the so-called own-shocks \(i.e.,\ \text{shocks to} \ p_t\) account for 33.17\% of the price variability, confirming the presence of \text{inertial inflation}. Monetary shocks are in second place, being responsible for 28.8\% of the variations in the price level. Interest rate and exchange rate shocks explain 12.46 and 8.04\%, respectively, of the volatility in prices. The same ranking for the inflationary determinants can be established through visual inspection of graph 1.

The \(\text{VD}\) for output tells an interesting story as well. After 24 months, we can attribute 45.79 and 34.58 per cent of output variations to own-shocks \(i.e.,\ \text{shocks to} \ y_t\) and capacity utilization shocks, respectively. Thus, albeit
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its strong predetermined component, output is largely influenced by the level of capacity utilization. Note that variance decompositions (VDs) and impulse response functions (IRFs) point toward the same conclusion in this respect. Moreover, 24 months ahead, shocks to nominal earnings explain 10.65% of output variations. So, once again, IRFs and VDs are in agreement and can be brought together to assert that earnings shocks (or even wage shocks) discourage economic activity for several months. Finally, VDs suggest that the impact of monetary shocks on economic activity is negligible.

The VD for nominal earnings suggests that the predetermined component ascribed to this variable is strong, but not as much as in the two previous cases. In accord with the cointegration and the impulse response analyses, VDs show that shocks to interest rates and capacity utilization play major roles in accounting for the variability of nominal earnings. In the 12-month forecast horizon, unexpected changes in interest rates explain almost 10% of the variations in nominal earnings. Capacity utilization shocks, on the other hand, can be credited with 19.39% of earnings’ volatility 24 months into the future. In the same time horizon, shocks to the real exchange rate account for 18.98% of earnings’ variations. Therefore, taken as a whole, the empirical evidence shows that nominal earnings (and, by implication, nominal wages) are an increasing function of the nominal rate of interest and the level of capacity utilization. There is also basis to infer that real exchange rate depreciation is likely to reduce earnings.

Conclusions

Generally speaking, the evidence presented suggests that monetary shocks are a major source of inflation, but not of output fluctuations. In the short run, generalized IRFs and VDs show that unexpected changes in money supply do affect the price level. In the long run, the cointegration analysis indicates that a monetary expansion not fully accommodated by a higher economic activity will cause an excess demand for goods and an increasing price level, which will ultimately restore the equilibrium in the money market. Therefore, our finding is consistent with the view that monetary expansions
will rapidly bring about more inflation with a minor short-term production gain. In this context, even a risk-neutral policymaker would probably be unwilling to use monetary policy to influence output and the unemployment rate in the long run.

Real exchange rate depreciation raises prices in the short run and appears to discourage economic activity in the long run. According to the sensitivity analysis (based on IRFs and VDs), real currency depreciation exerts a moderate influence on prices and a negligible influence on economic activity. As noted earlier, the Mexican transition from a high-inflation to a low-inflation scenario has probably played a key role in weakening the stagflationary effects of exchange rate shocks. In the long run, however, the cointegration analysis reveals that an undervalued currency may slow down economic activity. Hence, a coherent policy package designed to improve productive capacity and efficiency, both in the export-market-oriented sector and the import-substituting sector, is far more likely to raise net exports and economic growth than exchange rate adjustments alone.

Notwithstanding the current price stability and the well-functioning floating exchange rate system, we find that sufficiently large currency depreciations may accelerate inflation and cause the central bank to miss its target range. In view of this evidence, exchange rate policymakers should make every effort to reconcile the stability required to keep the rate of inflation within its target range, with the flexibility needed to cope with external shocks and sustain international competitiveness. Further research is needed, however, to determine the supply and demand channels through which real currency depreciation affects output and prices. It is also important to study the role played by external shocks as a source of output and exchange rate fluctuations.

The empirical evidence also shows some degree of inflationary inertia. On the other hand, unrestrained inflationary expectations may reduce the predictability of the actual inflation rate and make it difficult for the central bank to restore stability. Increases in nominal earnings, on the other hand, notably discourage economic activity but do not really seem to affect the price level. In this particular case, we actually concur with Arias and Guerrero (1988), who find no evidence of wages affecting prices.
Finally, both cointegration and impulse response analyses are consistent with the view that nominal wages are a positive function of capacity utilization and expected inflation. Consequently, sustaining and even strengthening credibility (particularly among wage bargainers) is of the uppermost importance for the Mexican central bank to keep inflation expectations in line with inflation targets and, in this manner, prevent potential unemployment costs associated with the pursuit of price stability. Put briefly, a lower-than-expected inflation rate will probably increase real wages, reduce output and exacerbate unemployment. Caution must be exercised, however, in interpreting the relationship between inflationary expectations, nominal wages and prices. Although inflationary expectations seem to influence both nominal wages and prices, nominal wages do not really seem to affect the price level. Thus, subsequent research could try to explore how changes in the expected inflation rate pass through to prices.
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