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Resumen
En ciudades como México DF, existen crecientes dificultades de administración origi-
nadas por la falta de información de las estructuras urbanas y del dinamismo de su

evolución. En este contexto, la fotografía aérea de alta resolución de regiones urbanas,
puede facilitar tareas en la actualización de cartografía y planeación urbana mediante la
segmentación y extracción automática de regiones de interés. En este artículo, se

presenta un método para segmentar y clasificar imágenes de fotografía aérea,
correspondientes a regiones urbanas de la Ciudad de México. Para lograrlo, primero se
realiza una reducción en los niveles de gris de la imagen orig inal, después se calcula su

matriz de co-ocurrencia y a partir de ella se obtienen 10 descriptores estadísticos de
textura. Posteriormente, se escoge a los descriptores que proporcionan la suficiente
información para segmentar a la imagen en regiones características. Después, se realiza

un proceso de homogeneización y finalmente, sobre las matrices de textura resultantes
se aplica una fusión de datos.  En está última etapa, se propone un método de fusión
multiclases. El resultado final muestra la funcionalidad de esquema propuesto al mostrar 

escenas urbanas clasificadas en tres segmentos.

Descriptores:  Matriz de co-ocurrencia, descriptores de textura, segmentación,
clasificación, homogeneización y fusión multiclases.

Abstract
In cit ies like Mex ico, D.F., there ex ists in creas ing ad min is tra tion dif fi cul ties, orig i nated by the lack 
of in for ma tion on the ur ban struc tures and the dy na mism of their evo lu tion; there fore, the ac qui si -

tion of ae rial high res o lu tion pho to graphs of ur ban re gions, can fa cil i tate tasks in the up date of
car tog ra phy and ur ban plan ning through  the seg men ta tion and au to matic ex trac tion of in  ter est
re gions.  In this ar ti cle, we pres ent a method to seg ment and clas sify ae rial pho to graphs of Mex ico

City. In or der to ob tain it, first a re duc tion in the gray lev els of the orig i nal im age is made. Later its 
ma trix of co-occurrence is cal cu lated and from this ten tex tural fea tures are ob tained. The t ex tural
fea tures that pro vide the suf fi cient in for ma tion to seg ment to the im age are cho sen. Late r, a ho mog -

e ni za tion pro cess is made, and fi nally, the re sul tant tex ture ma trix is taken into a multiclasses fu -
sion pro cess. In this last stage, we pro pose a method to fuse sev eral classes. The fi nal re sult shows
the per for mance of the pro posed method, pro vid ing ur ban scenes clas si fied in three dif fer ent classes. 

Key words: Ma trix of co-occurrence, tex tural fea tures, seg men ta tion, clas si fi ca tion ho mog e ni za tion,
multiclasses fu sion.



Introducción

La textura puede definirse como la variación del
contraste entre pixeles vecinos y puede utilizarse
para detectar o distinguir los diferentes objetos o
regiones de una imagen. Con base en estudios ex-
perimentales, Julesz (1971), sostiene que el sistema
perceptivo humano puede distinguir texturas esta-
dísticas de primer y segundo orden. La importancia
de tal conjetura es que se verifica adecuadamente
en el caso de las texturas naturales (Ecole Nationale 
Supérieure des Tele com mu ni ca tions, 2004). Diver-
sos autores han discutido la interpretación estadís-
tica de los operadores tex tural GLCM (Geophys,
1991 y Cossu, 1998). Con independencia de las imá- 
genes de prueba, Baraldi (1971), determinó la ade-
cuada discriminación vi sual de patrones texturales
al emplear ma tri ces de co-ocurrencia (GLCM). Para
el caso de datos pacromáticos y ante las limitantes
que impone la mezcla de modos de probabilidad,
nuestra propuesta es la extracción de regiones de
interés vía caracterizaciones texturales y de su
fusión. Así, en este artículo se realiza el análisis de
fotografía aérea de alta resolución, correspondiente
a una escena urbana del Distrito Fed eral. Después de 
explicar el método utilizado en la obtención de datos 
estadísticos texturales, vía la matriz de co-ocurrencia 
(GLCM), con base en representaciones matriciales se 
obtienen los descriptores de textura propuestos por
Haralick et al. (1973). Ellos son necesarios para
realizar la segmentación, clasificación y fusión de las

imágenes. Después se explica el método de seg-
mentación y clasificación que emplea un formalismo
bayesiano. Enseguida, se de scribe un proceso de fu-
sión de datos que implica casos binarios y se pro-
pone un método de fusión para el caso multiclases.
Dicho método constituye una propuesta orig i nal.
Posteriormente, se presentan los resultados obte-
nidos en cada etapa de procesamiento, así como de
la fusión de las imágenes de textura.

En este trabajo se utiliza una imagen pacro-
mática del Sur de la Ciudad de México, adquirida
por el INEGI en 1992, con un tamaño de píxel de
40cm × 40cm. Los resultados obtenidos muestran
el potencial de la fotografía aérea de alta
resolución en la solución de problemas urbanos.

En la figura 1 se presenta el esquema del mé-
todo propuesto.

Matriz de co-ocurrencia y
descriptores de textura de Haralick

Para propósitos de segmentación, el empleo única-
mente de niveles de gris presenta fuertes limitantes.
Esto se debe a la alta semejanza en el rango ra dio-
métrico de los diversos elementos que componen
una escena nat u ral. Una alternativa es la incorpo-
ración de datos texturales que permitan distinguir en
una escena urbana, por ejemplo, las regiones de
bosques y áreas verdes de las zonas urbanas. 
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Figura 1.  Esquema de procesamiento propuesto



Para caracterizar la información contenida en la
textura de una imagen, se utiliza la matriz de co-
ocurrencia (Grey Level Co-occurence Matriz
–GLCM–). La co-ocurrencia se interpreta como
una medida matricial de la dependencia espacial
de los niveles de gris. En esta representación cada
elemento matricial representa la probabilidad de
ocurrencia de dos valores en la escala de gris,
separados por una distancia entre pares de pixeles 
y un ángulo θ en una dirección determinada.

Para obtener la matriz de co-ocurrencia, se
emplea una ventana deslizante. El algoritmo
comienza con un barrido secuencial en la esquina
su pe rior izquierda de la imagen. Las probabi-
lidades de co-ocurrencia se determinan y entonces 
se calculan los descriptores de esta matriz. Des-
pués, la ventana se desliza una columna hacia la
derecha. En este punto, la mayoría de las pro-
babilidades no cambian, excepto por las probabi-
lidades que se forman con la nueva columna que
ha sido incluida en la ventana y por la columna que 
ha salido de ella. Por lo tanto, a la matriz de
co-ocurrencia orig i nal se le suman las probabili-
dades que se forman con la columna que ha sido
incluida y se le restan las probabilidades que se
formaban con la columna que ha salido de la
ventana. La figura 2 muestra una representación
del esquema de barrido simplificado.

Cuando se llega al extremo derecho de la matriz, la 
ventana se baja una sola fila. Para las filas pares, la

ventana se mueve de izquierda a derecha y para las 
filas impares la ventana se mueve de derecha a
izquierda. La ventana se mueve en un patrón de
zig-zag hasta cubrir toda la imagen. 

Cada vez que se calcula la matriz de co-
ocurrencia para una ventana, también se calculan 
sus descriptores de textura. Estos descriptores
señalan la dispersión de los elementos matri-
ciales con respecto a la di ag o nal prin ci pal. Para
calcular la matriz de co-ocurrencia se  utilizaron
ventanas de análisis de 5x5, un desplazamiento
de un pixel y un ángulo de 0° y 180°. Tales pará-
met ros fueron fijados con base a la resolución
espacial y ra diométrica de la imagen de prueba,
acordes al tamaño de los elementos de la escena.
A partir de la matriz de co-ocurrencia se calcu-
laron los descriptores de textura de autocorre-
lación, contraste, correlación, clus ter shade, clus -
ter prom i nence, disimilaridad, entropía, máxima
probabilidad y varianza. El algoritmo empleado es 
rápido y re duce hasta en un 90% el tiempo de
cálculo, comparado con implementaciones de
algoritmo orig i nal de Haralick et al . (1973).

Esquema de segmentación y
clasificación bayesiana

La segmentación di vide a una imagen en un con-
junto de regiones. Para clasificar estas regiones, se
di vide el conjunto de pixeles que componen a la
imagen en clases temáticas previamente definidas. 
En este trabajo, la segmentación y clasificación de
las regiones se hace utilizando la función discrimi-
nante de Bayes, la cual está dada por la siguiente
expresión:

p x
p p x

p x
k

k k( | )
( ) ( | )

( )
w

w w
=

donde:

p x p p xk
k

M

k( ) ( ) ( )=
=

-

å w w
0

1

 es la probabilidad total del

evento/pixel x

p k( )w  e s la probabilidad a pri ori de ocurrencia de 
la clase wk

p x w k( )  es la probabilidad condicional del píxel x,
dada la clase wk
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Figura 2. Esquema de barrido en zig-zag para calcular
la GLCM (Clausi y Zhao)



M es el número de clases o regiones típicas

La expresión de probabilidad a pos te ri ori señala
una probabilidad de que ocurra un evento ωk dado
que x ya ocurrió y que en una aproximación tipo
Máximo a Pos te ri ori constituye la etapa final del
cálculo. Como p(x) es un término común se puede
eliminar y la función discriminante resultante es:

p x p p xk k k( | ) ( ) ( | )w w w»

Para aplicar la expresión an te rior, se definió el
proceso de segmentación en dos par tes: la pri-
mera es la pre-clasificación bayesiana y la segunda 
es la clasificación. 

Pre-clasificación bayesiana

Se de fine una etapa de pre-clasificación en
virtud de desconocer las probabilidades a pri ori 

p k( )w . Esta etapa consta de dos par tes de pro-
cesamiento:

Primera parte

1. Sobre la imagen de prueba se definen
3 ventanas de entrenamiento que identifican
a tres clases típicas: la clase urbana con
tonos de gris muy blancos, la clase urbana
opaca y la clase no urbana.

2. Sobre cada ventana se calcula la
media m k de la clase ωk.

3. Se aproximan las probabilidades con-
juntas del numerador de la regla de Bayes
mediante las funciones mostradas en la fi-
gura 3, las cuales indican la probabilidad
condicional de que un píxel dado pertenezca
a la clase ωk . Tales funciones identifican a
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Figura 3. Funciones de probabilidad condicional P x k( | )w



cada clase y corresponden en el histograma a 
los datos en nivel de gris de la imagen a
procesar. Como parámetros se emplean las
medias y medidas de dispersión visibles en
los traslapes de las funciones adjuntas. 

Segunda parte: pre-clasificación

1. Se aplica la función discriminante de
Bayes: 

p x p p xk k k( | ) ( ) ( | )w w w»

2. Como no se conoce la probabilidad
de ocurrencia de clases p k( )w , inicialmente se
suponen como equiprobables.

3. Se analiza cada uno de los pixeles de
la imagen x , clasificando a cada pixel de
acuerdo a los valores máximos de probabi-
lidad a poste riori: [ ]arg max ( | )p xw .

Clasificación bayesiana

En esta etapa se aplica nuevamente el proceso ba-
yesiano an te rior. En este caso, se actualizan las pro-
babilidades a pri ori p k( )w . Esta actualización se lleva a 
cabo dividiendo el número de pixeles que perte-
necen a cada clase entre el total de pixeles de la ima- 
gen, empleando los resultados de la preclasificación.

Después de realizar la actualización de pro-
babilidades, se clasifica cada uno de los pixeles de
la imagen utilizando la misma función bayesiana
de probabilidad condicional (Figura 3). Du rante el
proceso de pre-clasificación y clasificación, el nivel 
de gris de cada píxel se proyecta sobre cada una
de las funciones para determinar la probabilidad
condicional de que el píxel pertenezca a la clase wi . 
El número de funciones está determinado por el
número de clases.

Como se puede observar en la figura 3, si el
nivel de gris del píxel analizado está en el rango de 
0 0 0£ £w m , la probabilidad condicional para la
clase w0  es de 1.  Para las demás clases, la pro-
babilidad es cero, pero si el nivel de gris del píxel
analizado está en el rango m s0 4+ /  y m s0 3 4+ * / ,
entonces existen 2 valores de probabilidad condi-
cional para este píxel, ya que como se observa en

la figura, éste puede pertenecer a la clase w0  o a la
clase w1 . Para obtener la probabilidad condicional
de que el píxel analizado pertenezca a la clase w0 ,
se utiliza la siguiente función:

W x
S

m
S

0 2 2 3
2

0= - + +*

Donde

W0 es la probabilidad condicional de la 
clase W0

x es el nivel de gris del píxel analizado

m0 es la media de W0

S=m1–m0

De igual forma, para obtener la probabilidad
condicional de que el nivel de gris del píxel
analizado pertenezca a la clase w1, se utiliza la
siguiente función:

W x
S

m
S

1 2 2 3
2

0= + +*

Para la clase W1, si el nivel de gris del píxel a
analizar es menor a m s1 3 4- * /  (lado izquierdo de
la figura para la clase W1)  y mayor a m s1 3 4+ * /
(lado derecho de la figura para la clase W1) la
probabilidad condicional para W1 es de cero. Si el
nivel de gris del píxel analizado es mayor o igual a 
m s1 4- /   y menor o igual a m s0 4+ / , entonces la
probabilidad condicional será de 1.

Para el resto de las funciones se realiza un
análisis sim i lar. Después de obtener todos los
términos condicionales: 

P x k( | )w ,  

se multiplica cada una de ellas por las proba-
bilidades a pri ori, que en la primera etapa se consi- 
deran como equiprobables:

p k( )w = 1
3
, 

y en la segunda se actualizan.  El píxel analizado
pertenecerá a la clase con máxima probabilidad a
pos te ri ori.

 Vol.VII No.1 -enero-marzo- 2006                 21

M. Rodríguez-Cruz y M. Moctezuma-Flores



Homogeneización

En virtud de la variabilidad que para un solo
elemento de escena pueden tener los diversos
operadores texturales, una vez realizada la seg-
mentación y clasificación bayesiana, se realiza un
proceso de homogeneización. En este proceso se
igualan las etiquetas de clasificación, es decir, si en
una imagen aparece la vegetación como negra y en
otra como gris, hacemos que las dos pertenezcan a
una misma clase, por lo que se procede a iden-
tificarlas con el mismo nivel de gris. Tal proceso se
realiza mediante una tabla de equivalencias.

Esquema de fusión

Una imagen pancromática proporciona una
información muy limitada del espectro elec tro-
magnético, por lo que un solo algoritmo de análisis 
puede resultar insuficiente para proporcionar
resultados confiables y precisos. Por esta razón,
Shan YU (1995), propone un método que consiste
en aplicar varios algoritmos para analizar la misma
imagen y fusionar resultados binarios de seg-
mentación. En nuestro caso, la fusión tiene por
propósito incorporar las detecciones parcialmente 
estimadas en cada resultado de textura. Una
aportación del presente artículo es la de modificar
el algoritmo de Shan YU a fin de realizar fusiones
multiclases.

Para realizar la fusión de imágenes, primero se
debe estimar la confiabilidad de los resultados
obtenidos a través de los diferentes operadores
texturales. Para ello, se utiliza un mapa burdo rea-
lizado sobre la imagen orig i nal y con base en él, se
estima un error local. Para realizar la fusión de
datos asumimos que:

s  es un sitio o una región de la imagen.

S denota a la imagen completa. 

L l i Ni= £ £{ , }1   denota un conjunto de clases
o de regiones a segmentar.

M(s)   es la clase que pertenece a la región
s de acuerdo al mapa.

I(s) es la clase de s obtenida por el
resultado del análisis de imagen. 

Cada una de las regiones de la imagen debe
relacionarse con su vecindad. Supongamos que s’
es una región en la vecindad  de la región s, y d(s,
s’) la distancia euclidiana entre s y s’ (Figura 4).

Figura 4. Vecindad de la región s

entonces se calculan las siguientes medidas:

as
d s s

b s
d s

M s l

s V

I s l
j

s

j( )
( , ' )

( )
( ,

{ ( ') }

'

{ ( ' ) }
= =

=

Î

=

å
1 1

y
ss Vs ' )'Î

å

donde 1{ }· es el indicador de función.

El coeficiente a(s) es la suma de las regiones s’
en el mapa, que pertenecen a la misma clase a la
que corresponde la región que se está analizando.
Cada una de estas regiones se di vide entre la
distancia s, s’. El coeficiente b(s) es la suma de las
regiones s’ en la imagen que pertenecen a la
misma clase a la que corresponde la región que se
está analizando en la imagen. Cada una de estas
regiones se di vide entre la distancia s, s’.

Una vez obtenidos los coeficientes a(s) y b(s),
se calcula el error local para cada región. Este error 
se de fine por la siguiente expresión:

E s
X

ra b
r

l li j( )
( )

,
,

=
+ +

³
1

1

donde X l li j, es un error llamado de riesgo, que se
obtiene cuando la región que se está analizando
tanto en la imagen como en el mapa, pertenece a
clases distintas. En caso de que la región analizada 
pertenezca a la misma clase, tanto en la imagen
como en el mapa, este error es cero.

Los valores que puede tomar X l li j,  para el caso
binario son los siguientes:

X l li j, =20, si la región analizada en el mapa
pertenece a la clase 1 y la región analizada en 
la imagen es de clase 2.
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s’

s’
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X l l
i j
, =0, si la región analizada en el mapa

pertenece a la misma clase que la región
analizada en la imagen.

X l li j, =1, si la región analizada en el mapa
pertenece a la clase 2 y la región analizada en 
la imagen es de clase 1.

r es una constante que para el caso binario es igual 
a 2, que in dica que la información que brinda el
mapa sobre la escena es más confiable que la
información que proporciona la imagen.

Después de calcular el error local para cada
región de la imagen se obtiene el coeficiente de
confiabilidad, mediante la siguiente expresión:

C s Es
X

C s
l l L l li j i j

( ) ( ) ; ( )
, ,

= - £ £
Îå

1 0 1

Donde el denominador se obtiene sumando los 
valores que toma X l l

i j
, , y que son 20, 1 y 0, por lo

tanto, el resultado es 21.

Una vez obtenidos los coeficientes de confia-
bilidad, se realiza el proceso de fusión, aplicando
la siguiente expresión:

l s C sl L k l s
k

p

i k i
( ) arg max ( ) { ( ) }= Î =

=
å 1 1

1

Donde p es el número de imágenes a fusionar.
Esta ecuación nos dice que debemos analizar la
pertenencia de cada región sobre el conjunto de
clases.

l s C s I s l C s I s l C s I1 1 1 1 2 2 1 3 3( ) ( ) ( ( ) ) ( ) ( ( ) ) ( ) ( (= = + = +d d d s l) )= 1

l s C s I s l C s I s l C s I2 1 1 2 2 2 2 3 3( ) ( ) ( ( ) ) ( ) ( ( ) ) ( ) ( (= = + = +d d d s l) )= 2

Si una región de la imagen 1 pertenece a la
clase 1, entonces su coeficiente de confiabilidad
se acumulará en l1(s). Si para la misma región en la
imagen 2 pertenece a la clase uno, entonces su
coeficiente de confiabilidad se sumará al valor
acumulado en l

1
(s). Pero si esta región pertenece a

la clase 2, su coeficiente de confiabilidad se
acumulará en l2(s).

Finalmente, la región analizada pertenecerá a la
clase que tenga la mayor acumulación de los
coeficientes de confiabilidad. De esta manera y
repitiendo el proceso an te rior se obtiene la fusión
deseada.

Esquema propuesto: fusión
multiclases

El método que se propone en este artículo realiza
fusión multiclases. Los valores de las vari ables
propuestas son los mismos que se utilizaron en el
caso binario, es decir:

p=3 
r=2, 
X X Xl l l l l li j i j i j, , ,, ,= = =20 1 0

De acuerdo a una inspección vi sual, tres clases
eran suficientes al propósito del presente artículo,
ellas son: clase urbana con niveles de gris muy
blancos o clase A, clase urbana opaca o clase B y
clase no urbana o clase C. Con base en la fusión
binaria se generan 3 pares de clases a analizar, que 
son: A y B, B y C, finalmente A y C.

La clase 1 siempre será el valor de nivel de gris
más bajo. Con esta consideración se calculan las
a(s) y b(s) correspondientes y después se obtiene 
X l li j, , E(s), y el coeficiente de confiabilidad para
cada imagen. Al igual que en el caso binario, la
región analizada pertenecerá a la clase con mayor
coeficiente de confiabilidad.

Resultados

Se muestran a continuación resultados del pro-
ceso descrito de segmentación y clasificación. Los
descriptores de textura utilizados son autocorre-
lación, entropía y máxima probabilidad. Corres-
pondiendo a una zona en la cercanía de la pirá-
mide de Cuicuilco, la figura 5 muestra la imagen
pancromática de prueba con un rango de 256
niveles de gris. Las figuras 6 a 8 muestran resul-
tados de los operadores texturales empleados. Las 
figuras 9 a 14 muestran los resultados de la
segmentación bayesiana aplicada a las imágenes
de textura, así como su homogeneización. La
figura 15 muestra un mapa definido manualmente
a partir de la imagen orig i nal que no debe ser
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preciso, pero que ayuda al proceso de fusión. La
figura 16 muestra el resultado de la fusión y la
figura 17 muestra ventanas de 100x100 pixeles que 

comparan la imagen orig i nal con los resultados de
segmentación mediante un esquema clásico de 
k-medias y por el esquema propuesto de fusión.
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Figura 5. Imagen orig inal Sur de la Ciudad de México Figura 7. Entropía

Figura 8. Máxima probabilidadFigura 6. Autocorrelación
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Figura 13. EntropíaFigura 10.Entropía

Figura 12. Autocorrelación

Figura 14. Máxima probabilidad

Segmentación y clasificación
bayesiana

Figura 11. Máxima probabilidad 

Homogeneización de los descriptores 
de textura

Figura 9. Autocorrelación
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Figura 15. Mapa burdo Figura 16. Resultado final: Imagen fusionada

                   a) Imagen orig i nal                               b) K-medias                                     c) Fusión

Figura17. Comparación con tres ventanas de 100 ×  100 pixeles entre imagen orig inal y resultados de segmentación

Mapa burdo y fusión de los resultados previos de segmentación



Como se puede observar, los descriptores obte-
nidos utilizando operadores estadísticos de segun- 
do orden ayudan a distinguir las diferencias de
textura en regiones urbanas, tales como los con-
tornos de calles y casas.  Después  de realizar el
proceso de segmentación, clasificación y homoge- 
neización, observamos que los descriptores de
entropía y máxima probabilidad, nos brindan infor- 
mación más precisa sobre la distribución de la
escena. La vegetación queda definida por la clase
urbana opaca, los techos opacos urbanos y las
calles quedan definidos dentro de la clase no ur-
bana, y los techos blancos dentro de la clase ur-
bana con niveles de gris muy blancos. Después, al
realizar el proceso de fusión multiclases, podemos
observar que la imagen resultante nos brinda infor-
mación sobre tres elementos de la escena y señala
con claridad los contornos de los techos y de las
calles. Con este resultado se puede realizar un
mapa temático de esa zona de la Ciudad de México.

Conclusiones

Los datos obtenidos por la percepción remota
satelital dan la visión sinóptica requerida por la
amplia escala de estudios de planificación para el
desarrollo integrado. Los datos que se obtienen
mediante la percepción remota aérea son útiles;
por ejemplo, para la visualización y valoración de
desastres naturales, enfocando áreas prioritarias y
proporcionando información de datos a pequeña
escala. En este trabajo, se implementó un esque-
ma estadístico para la segmentación y clasifi-
cación de fotografía aérea de alta resolución. Para
lograrlo, se utilizaron representaciones de fun-
ciones conjuntas de densidad orientadas al aná-
lisis de texturas. También se definieron etapas de
segmentación y clasificación bayesiana máximo a
pos te ri ori, así como una técnica de fusión de
datos. En esta última etapa se propuso un método
de fusión  multiclases, partiendo de un método de
fusión binaria. 

Con base en los resultados obtenidos, se puede 
decir que el método propuesto funciona ade-
cuadamente, ya que la imagen resultante quedó
divida en tres clases, dos de ellas urbanas y una
tercera no urbana. Consideramos que este trabajo
puede servir para derivar mayor información sobre
elementos de escenas, y con esto lograr un mejor
análisis y planificación de las zonas urbanas. 

Etapas posteriores del presente trabajo consi-
deran la realización más automática de mapas
temáticos y la evaluación de la dinámica urbana.
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