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Abstract

A person builds his or her knowledge from different sources of information. In
school he learns that Buonarroti was born in Caprese and at home they tell him that
the name of the neighbor’s dog is Fido. In order to know more, he combines infor-
mation from many sources. But this multi-source information can contain repeti-
tions, different level of details or precision, and contradictions. These problems are
not easy to solve by computers. Nevertheless, the enormous masses of accumulated
knowledge (in the Web there exist more than one billion different pages) demand
computer efforts to combine them, since merging manually this information in a
consistent way is outside human capabilities. In this paper, a method is explained to
combine multi-source information in a manner that is automatic and robust;
contradictions are detected and sometimes solved. Redundancy is expunged. The
method combines two source ontologies into a third; through iteration, any
numbercanbecombined.

Keywords: Ontology fusion, knowledge representation, semantic processing,
artificialintelligence, text processing, ontology:.

Resumen

Una persona construye su conocimiento usando diversas fuentes de informacion. En la
escuela aprende que Buonarroti nacié en Caprese y en casa le dicen que Fido se llama el
perro del vecino. Para saber mds, él combina informacién de muchas fuentes. Pero esta
multiplicidad de fuentes contiene repeticiones, distintos niveles de detalle o precisién, y
contradicciones. Estos problemas no son nada fdciles para que una computadora los
resuelva. Sin embargo, la enorme masa de conocimiento acumulado (en la Web existen
mds de mil millones de pdginas) demanda esfuerzos computarizados para combinarlas,
puesto que la fusién manual de esta informacién rebasa las capacidades humanas. En
este articulo se explica un método para combinar informacion de varias fuentes en una
manera que es automdtica y robusta, y donde las contradicciones se detectan y a veces se
resuelven. La redundancia se elimina. El método combina dos ontologias fuentes en una
tercera; por iteracion, cualquier niimero de ellas puede ser combinada.

Descriptores: Fusion de ontologias, representacion del conocimiento, procesamiento
semdntico, inteligencia artificial, procesamiento de texto, ontologia.
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1. The importance of knowledge fusion

Knowledge accumulation is important. A person ac-
crues knowledge gradually, as he adds concepts to his
previous knowledge. Initial knowledge is not zero, even
for animals. How can a machine do the same¢

Learning occurs by adding new concepts, associat-
ing them to the information already learnt. New infor-
mation can contradict or confuse a human being, or be
simply redundant (already known, said with more
words) or less accurate (more vague). A person some-
how solves these tasks, and keeps a consistent knowl-
edge base.

This paper is centered in the fusion of ontologies
(arising from different sources) between computers.
During this fusion the same problems (redundancy,
repetition, inconsistency...) arise; the difference is that
the machines have no common sense (Lenat, et al.,
1989) and the challenge is to make them understand
that beneficial is the same as generous, and that trian-
gle represents:

» A three-sided polygon;
* A musical percussion instrument; or
» A social situation involving three parties.

The computer solution to fusion should be very close to
people’s solution.

Works exist (Dou et al., 2002; McGuinness, et al.,
2000 and Noy, et al., 2000) that perform the union of
ontologies in a semiautomatic way (requiring user’s as-
sistance). Others (Kalfoglou, et al., 2002 and Stumme,
et al., 2002) require ontologies to be organized in formal
ways, and to be consistent with each other. In real life,
ontologies coming from different sources are not likely
to be similarly organized, nor they are expected to be
mutually consistent. The automation of fusion needs
to solve these problems.

This paper explains a process of union of ontologies
in automatic and robust form. Automatic because the
(unaided) computer detects and solves the problems
appearing during the union, and robust because it per-
forms the union in spite of different organization (taxon-
omies) and when the sources are jointly inconsistent.

The fusion is demonstrated by taking samples of real
Web documents and converting them by hand to on-
tologies. These are then fed to the computer, which pro-
duces (without human intervention) a third ontology as
result. This result is hand-compared with the result ob-
tained by a person. Mistakes are low (table 1).

Table 1. Performance of OM in some real examples: C = A U B. First column gives the execution times taken by the fusion in
a laptop Pentium IV with 1.70 GHz. Error column gives the ratio of (number of wrong relations) / (total number of relations)
or (number of wrong concepts) / (total number of concepts), respectively

Ontologies Nodes that are relations Error Nodes which are concepts but not relations Error
A (8 relations), A (29 concepts),

1(-;1:::)5 B (6 relations) B (85 concepts) 0

and C (10 relations) C (85 concepts)

H(%ffg)er B (30), A (8) and C (35) A (24), B (33) and C (51) 0
Foppy A (21), B (20) and C (37) A (34), B (35) and C (58) 0
(14 sec)

100 Years o A (231), B (283) and C (420), A (90), B (126) and C (141),

loneliness manual method gave C (432) 0.027 manual method gave C (149) 0.053
(10 min) 12 out of 432 were not copied 8 out of 149 were not copied
Oaxacal A (234), B (117) and C (309),

(5 min) A (61), B (43) and C(96) manual method gave C (310) 0.003

1 out of 310 were not copied

6 Qaxaca is located to the south of Mexico.
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1.1 The problem to solve: To merge two data
sources into a result containing its common
knowledge, without inconsistencies or
contradictions.

OM (Ontology Merging) is a program that automati-
cally merges two ontologies into a third one containing
the joint knowledge at the sources, without contradic-
tions or redundancies. OM is based in

» The theory of confusion (2.1);

* The use of COM (2.3), to map a concept into the
closest concept of another ontology;

* The use of the OM notation (2.3) to better repre-
sent ontologies.

These are briefly explained in section 2, whereas
section 3 explains the OM Algorithm, and gives exam-
ples of its use.

1.2 The importance of automatic
knowledge fusion

How can we profit from computers automatically fus-

ing two ontologies¢

a. We could use crawlers or distributed crawlers
(Olguin, 2007) to automatically find most Web pages
and documents about a given topic (say, One Hun-
dred Years of Solitude by Gabriel Garcia-Marquez).
After a good parser (3.4) converts these documents to
their corresponding ontologies, OM can produce a
large, well-organized, consistent and machine-pro-
cessable ontology on a given topic, containing most
of the knowledge about this theme.

b. By repeating (a) on a large variety of topics, we could
produce a single unified ontology containing most of
the knowledge on whatever collection of topics' we
wish to have. This ontology will contain not only
common sense knowledge (Lenat & Guha, 1989), but
specialized knowledge as well.

c. Ontology (b) can be exploited by a question- an-
swerer or deductive software (Botello, 2007), that an-
swers complex questions (not just factual questions),
thus avoiding the need to read and understand sev-
eral works about One Hundred Years of Solitude to
find out the full name of the father of the person
who built small gold fish in Macondo, or to find out

1 Or just by applying the parser in (a) to all articles of Wikipedia
and then using OM to fuse the resulting ontologies.

why the text-processing company Verity was
bought by rival Autonomy around 2005.

d. Ontology (b) could be kept up to date by periodically
running (a) and OM in new documents.

Commercial applications of automatic fusion appear in
(Cuevas & Guzman, 2007).

2. Background and relevant work

This section reveals the work on which OM is based, as
well as previous relevant work.

2.1 Hierarchy and confusion

A hierarchy (Levachkine er al., 2007) is a tree where
each node is a concept (a symbolic value) or, if it is a set,
its descendants must form a partition of it. Example:
see figure 1.

Hierarchies code a taxonomy of related terms, and
are used to measure confusion, which OM uses for syn-
onym detection and to solve inconsistencies.

Contradiction or inconsistency arises when a con-
cept in ontology A has a relation that is incompatible,
contradicts or negates other relation of the same con-
ceptin B. For instance, Isaac Newton in A may have the
relation born in Italy; and in B Earth Isaac Newton may
have the relation born in Lincolnshire, England. Con-
tradiction arises from these two relations: in our exam-
ple, the born in places are not the same, and they are in-
consistent as born in can only have a single value. Since
OM must copy concepts keeping the semantics of the
sources in the result, and both semantics are incompati-
ble, a contradiction is detected. It is not possible to keep
both meanings in the result because they are inconsis-
tent?. OM uses confusion (Levachkine et al., 2007) to
solve this.

Function CONE(r, s), called the absolute confusion,
computes the confusion that occurs when object r is
used instead of object s, as follows:

CONE(r, r)=CONE(r, s)=0, when s is some
ascendant of r;

CONE(r, s) =1+CONF (descendant of (r), s) in other

cases.

2 OM assumes A and B to be well-formed (each without contradic-
tions and no duplicate nodes). Even then, an inconsistency can
arise when considering their joint knowledge.
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Figure 1. A hierarchy. conf(the Earth, Planet) =0 but conf(Planet, Earth) = 2/7

CONEF is the number of descending links when one
travels from r (the used value) to s (the intended value),
in the hierarchy to which r and s belong.

Absolute confusion CONF returns a number be-
tween 0 and h, where h is the height of the hierarchy.
We normalize to a number between 0 and 1, thus:

Definition.
conf(r, s), the confusion when using instead of s, is

conf(r, s)=CONEF(r, s)/h

conf returns a number between 0 and 1. Example: In
figure 1, conf(Hydrology, river) = 0.2. OM uses conf,
whereas (Levachkine et al., 2007) describes CONF. The
function conf is used by OM to detect apparent or real
inconsistencies (3.1, example 1), and to solve some of
them.
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2.2 Ontology

Formally, an ontology is a hypergraph (C, R) where C is
a set of concepts, some of which are relations; and Ris a
set of restrictions of the form (r ¢, ¢, ... ¢, ) among rela-
tion r and concepts ¢; through c;. It is said that the
arity of ris k.

Computationally, an ontology is a data structure
where information is stored as nodes (representing con-
cepts such as house, computer, desk) and relations (rep-
resenting restrictions among nodes, such as shelters,
rests in or weight, as in (shelters house computer),
(rests on computer desk) (figure 2). Usually, the infor-
mation stored in an ontology is “high level” and it is
known as knowledge. Notice that relations are also
concepts.
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We have found current ontology languages restricted,
so we have developed our own language, called OM no-
tation (2.3).

An important task when dealing with several onto-
logies is to identify most similar concepts. We wrote
COM (2.3) that finds this similarity across ontologies.

2.3 COM and OM notation

Given two ontologies B and C, COM (Guzman et al.,
2004) is an important algorithm that, given a concept
cc € C, finds cms = COM(cc, B), the most similar con-
cept (in B) to c¢. For instance, if B knows Falkland Is-
lands, an archipelago in the Atlantic Ocean about 300
miles off the coast of Argentina, and C knows Islas
Malvinas, a chain of islands situated in the South At-
lantic Ocean about 480 km East of the coast of South
America, COM may deduce that the most similar con-
cept in C to Falkland Islands (in B) is Islas Malvinas.
COM greatly facilitates the work of OM, which exten-
sively uses an improved version (Cuevas, 2000) of it.
OM Notation (Cuevas, 2006) represents ontologies
through an XML-like notation. The labels describe the
concepts and their restrictions. In OM Notation:

 Relations are concepts;
» Relations are n-ary relations;
» A particular case of a relation is a partition.

2.4 Computer-aided ontology merging

Initially, merging was accomplished with the help of a
user. Previous solutions to 1.1. (Kotis K. et al., 2006),
which applies WordNet and user intervention, focuses
on a single aspect of the merging process. IF-Map
(Kalfoglou et al., 2002) and FCA-Merge (Stumme et al.,
2002), require consistent ontologies that are expressed
in a formal notation employed in Formal Concept Anal-
ysis (Bemhard er al., 2005), which limits their use.
Prompt (Noy et al., 2000), Chimaera (McGuinness et
al., 2000), OntoMerge (Dou er al., 2002), are best con-
sidered as non automatic mergers, because many im-
portant problems are solved by the user. Also, [11] has a
fusion method (applied in the ISI project) that requires
human intervention.

Our solution to 1.1 is the OM algorithm (3), which
performs the fusion in a:

— Robust (OM forges ahead and does not fall into
loops),
— Consistent (without contradictions),

— Complete (the result contains all available know!l-
edge from the sources, but it expunges redundancies
and detects synonyms, among other tasks) and

— Automatic manner (without user intervention).

2.5 Knowledge support for OM

OM uses some built-in knowledge bases and knowl-
edge resources, which help to detect contradictions,
find synonyms, and the like. These are:

1. In the coding, stop words (in, the, for, this, those, it,
and, or...) are expunged (ignored) form word
phrases;

2. Words that change the meaning of a relation (with-
out, except...) are considered;

3. Several hierarchies are built-in into OM, to facilitate
the calculus of confusion;

In the near future (see Discussion at 3.4),

4. OM can rely on external language sources (WordNet,
dictionaries, thesaurus..);

5. OM will use as base knowledge the results of previ-
ous merges!

3. Merging ontologies automatically:
the OM algorithm

This algorithm fuses two ontologies (Cuevas, 2006) A
and B into a third ontology C = A U B? containing the
information in A, plus the information in B not con-
tained in A, without repetitions (redundancies) nor
contradictions.

OM proceeds as follows:

1. C « A. Ontology A is copied into C. Thus, initially,
C contains A.

2. Add to each concept ¢ € C additional concepts from
B, one layer at a time, contained in or belonging to
the restrictions (relations) that c. has already in C.
At the beginning, concept c is the root of ontology
C. Then, c. will be each of the descendants of c, in
turn, so that each node in C will become c*. For each

3 Symbol U when it referes to ontology merging, it means not only set
union, but “careful” merging of concepts, using their semantics.

4 The ontology C is searched depth-first: first, ¢ is the root. Then,
cc is the first child of the root, then ¢ is the first child of this
child (a grand son of the root)... Thus, a branch of the tree is
traveled only until the deepest descendant is
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cc € C, COM (2.3) looks in B for the concept that
best resembles c¢, such concept is called the most
similar concept in B to c¢, or cms. Two cases exist:

A.If ¢ has a most similar concept cms € B, then:

i. Relations that are synonyms (3.1, example 2)
are enriched.

ii.New relations (including partitions) that cms
has in B, are added to c.. For each added relation,
concepts related by that relation and not present
in C are copied to C.

iii. Inconsistencies (2.2) between the relations
of ¢ and those of cms are detected.
e If it is possible, by using confusion, to resolve
the inconsistency, the correct concepts are
added to C.
e When the inconsistency can not be solved,
OM rejects the contradicting information in B,
and c¢ keeps its original relation from A.

3. cc « next descendant of ¢ (Take the next descen-
dant of c().

4. Go back to step 2 until all the nodes of C are visited
(including the new nodes that are being added by
OM as it works). (Cuevas, 2006) explains OM fully.

3.1 Examples of merges by OM

In this section, figures show only relevant parts of
ontologies A, B and the resultant C, because they are
too large to fit.

Example 1. Merging ontologies with inconsistent
knowledge. Differences between A and B could be due
to: different subjects, names of concepts or relations;
repetitions; reference to the same facts but with dif-
ferent words; different level of details (precision,
depth of description); different perspectives (people
are partitioned in A into male and female, whereas in
B they are young or old); and contradictions.

Let A (the information was obtained in [2]) con-
tains: The Renaissance painter, sculptor, architect and
poet Michelangelo di Lodovico Buonarroti Simoni was
born in Caprese, Italy while B [7] contains: The painter
Michelangelo Buonarroti was born in Caprece, Italy.
Both ontologies duplicate some information (about Mi-
chelangelo’s place of birth), different expressions (pai-
nter, sculptor, architect and poet versus painter), differ-
ent level of details (Michelangelo di Lodovico
Buonarroti Simoni versus Michelangelo Buonarroti),
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and contradictions (Caprese vs. Caprece). A person will
have in her mind a consistent combination of informa-
tion: Michelangelo Buonarroti and Michelangelo di
Lodovico Buonarroti Simoni are not the same person, or
perhaps they are the same, they are synonyms. If she
knows them, she may deduce that Michelangelo di
Lodovico Buonarroti Simoni is the complete name of
Michelangelo Buonarroti. We solve these problems ev-
eryday, using previously acquired knowledge (2.5) and
common sense knowledge (Lenat et al., 1989), which
computers lack. Also, they did not have a way to gradu-
ally and automatically grow their ontology. OM mea-
sures the inconsistency (of two apparently contradict-
ing facts) by asking conf to determine the size of the
confusion in using Caprese in place of Caprece and vice
versa, or the confusion of using Michelangelo Buon-
arroti instead of Michelangelo di Lodovico Buonarroti
Simoni. In the example Caprece is a write error, ther-
hefore in C the value of A is conserved (Caprese).

OM does not accept two different names for a birth-
place (a person cannot be born at the same time in two
places). If A said that Michelangelo Buonarroti was
born in Caprese and B Michelangelo Buonarroti was
born in Italy, OM chooses Caprese instead of Italy be-
cause it is more specific place whereas Italy that is more
general (it deduces this from a hierarchy of Europe).
Small inconsistencies cause C to retain the most spe-
cific value, while if it is large, OM keeps C unchanged
(ignoring the contradicting fact from B). In case of in-
consistency, A prevails®.

Example 2. Joining partitions, synonym identification,
organization of subset to partition, identification of
similar concepts, elimination of redundant relations
and addition of new concepts. Figure 2 displays onto-
logies A, B and the fusion of these, C. Cases of OM ex-
emplified in the figure are shown with underlined
terms.

5 We can consider that an agent’s previous knowledge is A, and
that such agent is trying to learn ontology B. In case of inconsis-
tency, it is natural for the agent to trust more its previous know-
ledge, and to disregard inconsistent knowledge in B as “not
trustworthy” and therefore not acquired — the agent refuses to
learn knowledge what it finds inconsistent, if the inconsistency
(measured by conf) is too large.
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Cases of OM: the fusion is accomplished throug seven 4. Synonym identification. Concept Chac Mool in A
cases: (figure 3) has Chac in it definition (the words that

1. Copying new partitions. building is a partition in A
(indicated in the small circle) of Chichen Itza, there-
fore it is added to the resulting ontology C.

2. Copying new concepts. Concepts Toltec, Mérida and
Cancin were not in A, but they appear in B. There-
fore, they were copied by OM to C.

3. Reorganization of relations. Relation located in it ap-
pears twice but with different values, therefore they
are added to C because it is possible for that relation
to have several values. In case of single-valued rela-
tions, confusion is used, as in Example 1.

defines it, between parenthesis), and Chac in B is
synonymous of chac Mool in

5. Identification of similar concepts. Concept sculpture

of a jaguar in A and throne in the shape of jaguar in B
they have the same properties (Color and its value)
therefore, OM fuses them into a single concept. The
same happens with El Castillo and Pyramid of
Kukulkan since they have the same properties and

children.

6. Removing redundant relations. In A, Chichen Itza is

member of pre-Columbian archaeological site (figure
4), which is in turn a member of archaeological sites.
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In B, Chichen Itza is member of archaeological site
(which is parent of pre-Colombian archaeological
site in B), therefore it is eliminated in C because it is a
redundant relation. In C, pre-Columbian archaeolog-
ical site is parent of Chichen Itza.

7. Organization of subset to partition. In the building
partition in A there are six subsets (figure 4):
Ballcourt, Palace, Stage, Market and Bath. OM iden-
tifies them in B, where they appear as subsets of
Chichen Itza. OM thus copies then into C like a par-
tition, not as simple subsets. OM prefers the parti-
tion because it means that the elements are mutually
exclusive and collectively exhaustive.

Ontology A

£ Qld|Chichen

Temple of the Warriors of

%@

step pyrarnid
type o
mnside of

3.2 More applications of OM in real cases taken
from the web

OM has merged ontologies derived from real docu-
ments. The ontologies were obtained manually from
several documents (100 Years of Loneliness [8 and 10],
Oaxaca [4 and 9], poppy [1 and 3] and turtles [5 and 6])
describing the same thing. The obtained ontologies
were merged (automatically) by OM. Validation of re-
sults has been made manually, obtaining good results
(table 1).

Ontology B

) Chichen Itza / Chichen Itza
- " fEI castillo ,
Chac Mool = {
(Chac) Color \
sculpture of a jaguar Q
Red
i \ throne i the Chae
} shape ofjaguar
Synonyve identification Red J
A S A N L ___,__,_..---" _"‘"-—-—_._,___‘___
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¢ Oldchichen Caracol
concapts enrickhad step pyramid Temple of the Warriors of
during the fusion type o>,
@o_f,O
1de of =

El castillo

Chac Mnol (Pyratid of
(Chac) msidedf Fululkan)
Jat the top of

Chichen Itza

sculpture of a jaguar
(throne i the
shape of jaguar)

Red

Figure 3. Chac Mool in ontology A and Chac in B are identified (case 4) as synonyms. A more interesting case is case 5, that
identifies sculpture of a jaguar in A as a similar concept (a synonym) to throne in the shape of jaguar in B. Also El Castillo
in A and Pyramid of Kukulkan in B are found to be the same
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3.3 Conclusions

The paper presents an automatic, robust algorithm
that fuses two ontologies into a third one, which pre-
serves the knowledge obtained from the sources. It
solves some inconsistencies and avoids adding redun-
dancies to the result. Thus, it is a noticeable improve-
ment to the computer-aided merging editors currently
available (2.4).

The examples shown, as well as others in (Cuevas,
2006), provide evidence that OM does a good job, in
spite of joining very general or very specific ontologies.
This is because the algorithm takes into account not

only the words in the definition of each concept, but its
semantics [context, synonyms, resemblance (through
conf) to other concepts...] too. In addition, its base
knowledge (2.5) helps.

3.4 Discussion

[s it possible to keep fusing several ontologies about the
same subject, in order to have a larger and larger ontol-
ogy that faithfully represents and merges the knowl-
edge in each of the formant ontologies¢ OM seems to
say “yes, it is possible.” What are the main roadblocks¢
As we perceive them, they are:
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a. A good parser. Documents are now transformed into
ontologies by hand, thus fusing of these hand-pro-
duced ontologies, although fully automated, it is
hardly practical. It has been found difficult to build a
parser that reliably transforms a natural language
document into a suitable ontology, due to the ambi-
guity of natural language and to the difficulty of rep-
resenting relations (verbs, actions, processes) in a
transparent fashion (see next point).

b. Exploitation of hypergraphs. Although we define
ontologies as hypergraphs (2.2), the restrictions (r cl1
c2 ... ck), where r is a relation, are lists, and conse-
quently, order matters. For instance, it is not the
same (kills; Cain; Abel; jaw of donkey) that (kills;
Abel; Cain; jaw of donkey). More over, the role of
each argument (such as jaw of donkey) matters and
must be explained —in the example it is the instru-
ment used in the killing. Restrictions have different
number of arguments, each with different roles: con-
sider (born; Abraham Lincoln; Kentucky; 1809; log
cabin). Many arguments may be missing in a given
piece of text.

The role of each argument must be explained or de-
scribed in a transparent (not opaque) fashion’, so that
OM can understand such explanations, manipulate
them and create new ones. For instance, from a given
argument, it should be able to take two different expla-
nations (coming from ontologies A and B, respectively)
and fuse them into a third explanation about such ar-
gument, to go into C. Ways to do all of this should be
devised.

c. A query answerer that queries a large ontology and
makes deductions. It should be able to provide an-
swers to complex questions, so that “reasonable in-
telligence” is exhibited. (Botello, 2007) works on this
for databases, not over a large ontology. He has ob-
tained no results for real data, yet.

d. Additional language-dependent knowledge sources
could further enhance OM. For instance, WordNet,
WordMenu, automatic discovery of ontologies by
analyzing titles of conferences, university depart-
ments (Makagonov, P).

In this regard, probably the best way to proceed is (1)
carefully building by hand a base ontology, and then (2)
fusing to it (by OM) ontologies hand-translated from

7 Ideally, in OM notation.
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carefully chosen documents, while (3) building the
parser (a). This parser could very well use as built-in
knowledge the very ontology that (2) produces. Also,
OM can use as its built-in knowledge (2.5) the ontology
(2). In parallel, (4) the language-dependent knowledge
sources of (d) can also be somehow parsed by (a) into
ontologies in OM notation (2.3), thus “including” them
or absorbing them inside OM’s built-in knowledge. All
of this while (5) the question-answerer (c) is finished
and tested, first on federated or independent databases,
then (6) on ontologies. An alternative to (6) is (7) to
build the question-answerer or deductive machinery
based on Robinson’s resolution principle, helped by the
theory of confusion (2.3). We see four parallel paths of
work: [12>2];[3]; [4];[5=> (6] 7).
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