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Resumen: El objetivo de este trabajo es caracterizar la presentación de la regresión en los libros 
de texto españoles de Bachillerato. Para ello se analizan y clasifican los campos de problema, 
procedimientos, conceptos y propiedades asociados a la regresión en dieciséis libros de texto 
de Bachillerato utilizados en España, ocho de la modalidad de Ciencia y Tecnología, y ocho de 
la modalidad de Humanidades y Ciencias Sociales. En el caso de los conceptos, se estudia si 
su definición es operacional, estructural o mediante ejemplo. Los resultados indican que no hay 
grandes diferencias en la presentación de estos objetos matemáticos en los textos dirigidos a 
las dos modalidades de Bachillerato. Encontramos variedad del número y tipo de propiedades 
presentadas, que no se suele incluir la valoración de la bondad de ajuste o la construcción de 
modelos no lineales. Estos resultados proporcionan criterios para mejorar la presentación de la 
regresión en los textos de Bachillerato.
	 Palabras clave: regresión, libros de texto, Bachillerato, conceptos y propiedades.

Abstract: The aim of this paper is to characterize the presentation of regression in Spanish hi-
gh-school textbooks. To achieve this aim we analyse the problem-fields, procedures, concepts 
and properties linked to regression in sixteen high Spanish textbooks, eight in the modalities 
Humanities and Social Sciences, and another eight directed to Science and Technology. We 
classify the concepts identified according to their definition (operational, structural or using 
examples). Results show no much difference between the textbooks directed to the two high 
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school modalities. We found a wide variety of number and type of properties presented. The 
assessment of the goodness of fit and the building of non linear models is hardly included. 
These results provide criteria to improve the presentation of regression in high school textbooks.
	 Keywords: Regression, Textbooks, High school, Concepts and Properties. 

1. INTRODUCCIÓN

La regresión es un concepto fundamental por su utilidad en la modelización y 
predicción de fenómenos diversos (Engel y Sedlmeier, 2011). Junto a la correlación, 
se extiende la dependencia funcional a variables aleatorias. En España se estudia 
en el primer curso de Bachillerato, siendo el primer tema que se incluye en el 
bloque de contenidos sobre Estadística y Probabilidad. Dicho bloque es uno de los 
cuatro que configuran la asignatura de matemáticas en la modalidad de Ciencias 
y Tecnología, y de los tres que la conforman en la modalidad de Humanidades y 
Ciencias Sociales. Los alumnos de este curso tienen una edad entre 16 y 17 años, 
siendo obligatoria la enseñanza de las matemáticas en ambas modalidades. 

Este contenido aparece en las orientaciones curriculares de España, según el 
Ministerio de Educación y Ciencia (MEC), de forma similar en ambas modalida-
des en la forma siguiente: “Distribuciones bidimensionales. Relaciones entre dos 
variables estadísticas. Regresión lineal” (MEC, 2007: 45449). También se especifi-
ca, “Se pretende comprobar la capacidad para estimar y asociar los parámetros 
relacionados con la correlación y la regresión con las situaciones y relaciones 
que miden” (MEC, 2007: 45450). 

La investigación didáctica sobre este tema se centra, preferentemente, en la 
correlación, describiéndose dificultades como no apreciar la correlación inversa, 
tener un sentido determinista o local de la correlación o identificar correlación 
con causalidad (Estepa y Batanero, 1995; Estepa, 2008; Zieffler y Garfield, 2009). 
No ha habido tanto interés por la regresión, por la forma en que se enseña o 
cómo se presenta en los libros de texto, que son un paso intermedio en la ense-
ñanza, pues desarrollan las directrices curriculares (Herbel, 2007). 

El libro de texto es un soporte curricular, a través del cual se vehicula el cono-
cimiento que las instituciones educativas han de transmitir (Escolano, 2009). La 
presentación del tema y los problemas propuestos se basan con frecuencia en los 
presentados en ellos (Shield y Dole, 2013). Lo anterior explica el interés que recibe 
la investigación sobre textos de matemáticas por la comunidad internacional 
(e.g., Fan y Zhu, 2007). En España, los libros de texto son escritos por equipos de 
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profesores con prestigio entre sus compañeros, deben ajustarse a los contenidos 
fijados por el currículo y son revisados por el Ministerio de Educación. Tanto 
alumnos como profesores se apoyan en el libro de texto que, con frecuencia, 
determina el contenido de la materia. Los profesores de matemáticas son en su 
mayoría licenciados en matemáticas; en algunos casos licenciados en ciencias o 
ingenieros. En los últimos años, para ser profesor de matemáticas se requiere 
también poseer un Máster específico orientado a la formación del perfil docente.

El objetivo de este trabajo es analizar los objetos matemáticos asociados a la 
regresión en los libros de texto del Bachillerato español. Forma parte de un pro-
yecto de investigación más amplio, en el que se analiza tanto la regresión como 
la correlación en los mismos textos utilizados en el estudio; posteriormente, se 
utilizan los resultados obtenidos para diseñar talleres formativos dirigidos al pro-
fesorado (Gea, 2014). Algunos resultados del mismo proyecto se han publicado 
en Gea, Batanero, Cañadas y Contreras (2013), Gea, Batanero, Arteaga, Cañadas 
y Contreras (2014) y Gea, Batanero, Fernandes y Gómez (2014).

2. MARCO TEÓRICO

Nos basamos en el enfoque Onto-semiótico (EOS) (Godino y Batanero, 1994; 
Godino, 2002; 2012), donde, las matemáticas se conciben como respuesta a si-
tuaciones problemáticas extra o intra matemáticas. En este marco teórico el tér-
mino “objeto matemático” tiene un significado amplio; se le asigna una entidad 
cultural y puede verse desde el punto de vista institucional (por ejemplo, una 
institución de enseñanza) o personal (de cada persona). Los objetos matemáticos 
surgen de las prácticas (acciones u operaciones) para resolver campos de proble-
mas específicos. Según los autores, un objeto matemático es cualquier entidad o 
cosa a la cual nos referimos, o que interviene de algún modo en la actividad 
matemática. El EOS clasifica los objetos matemáticos en situación-problema, len-
guaje, conceptos, proposiciones, procedimientos y argumentos.

En el marco teórico, el significado de un objeto, que sería el conjunto de prác-
ticas asociadas al campo de problemas de donde surge dicho objeto; puede va-
riar en distintas instituciones y por tanto, tiene un carácter relativo. De ello se 
deduce la importancia de analizar la enseñanza y los recursos utilizados en 
ella, como los libros de texto, ya que la progresiva construcción del significado 
personal del estudiante depende directamente de los objetos que se describan y 
apliquen en su quehacer matemático, en este sentido se utiliza el libro de texto. 
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En este trabajo nos centramos en las situaciones-problemas, procedimientos, 
conceptos y propiedades que intervienen en el trabajo con la regresión. Los dos 
primeros constituyen el conocimiento procedimental y los dos últimos el conceptual. 
Ambos tipos de conocimiento son polos de un continuo, siendo el conocimiento 
conceptual más flexible y generalizable, pues incluye la comprensión implícita  
o explícita de los principios de un dominio dado y sus interrelaciones (Rittle-John-
son, Siegler y Alibali, 2001). 

También tendremos en cuenta las ideas de Sfard (1991), quien describe un 
concepto como constructo correspondiente al universo matemático formal, dife-
rencia entre su definición estructural (describiendo sus condiciones o propieda-
des) y la operacional (cuando se define mediante una expresión o fórmula). 
Skemp (1993) indica que los nuevos conceptos no pueden ser comunicados 
simplemente a través de una definición, sino que sería necesario proporcionar 
una colección apropiada de ejemplos, apoyados en los conceptos que ya se co-
nocen. Joyce y Weil (1996) consideran varios aspectos a tener en cuenta en la 
enseñanza de un concepto: (a) su nombre o etiqueta, que puede ser una palabra 
o símbolo; (b) sus atributos esenciales, o propiedades específicas, que lo diferen-
cian de otros conceptos; (c) los ejemplos y contraejemplos del concepto; y (d) la 
regla de definición, que es una afirmación sintética y precisa elaborada a partir 
de los atributos esenciales que lo caracterizan. Vergnaud (1990), por su parte, 
considera el concepto matemático como una tripleta formada por el conjunto de 
situaciones que lo hacen significativo; el conjunto de invariantes que lo constitu-
yen y las representaciones simbólicas asociadas. En este trabajo analizaremos los 
invariantes asociados al concepto, dados por su definición y las propiedades que 
se asocian a éstos; las representaciones fueron analizadas en un trabajo previo 
(Gea, Batanero, Fernandes y Gómez, 2014).

3. ANTECEDENTES

Una investigación destacada, relacionada con la comprensión de la regresión es la 
de Estepa (1994), quien señala como puntos importantes la comprensión de la dife-
rencia entre variable dependiente e independiente. Sánchez Cobo (1999) identifica la 
confusión de muchos estudiantes entre las dos rectas de regresión y sus dificultades 
en la interpretación de los coeficientes de regresión, su relación con la pendiente de 
la recta y tipo de correlación. Eisenhauer (2003) encuentra estudiantes que diferen-
cian los casos en que debe aplicarse o no una recta de regresión que cruce el origen 
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de coordenadas. Un error frecuente al interpretar la regresión, en una situación en 
que se realizan dos pruebas sucesivas sobre los mismos sujetos, es interpretar como 
efecto de un tratamiento el hecho de que cualquier valor atípico en la primera medi-
da suele tender hacia el centro de la distribución en la segunda (efecto de regresión 
hacia la media; ver Engel y Sedlmeier, 2011). Por otra parte, Agnelli, Konic, Peparelli y 
Flores (2009) indican que algunas de estas dificultades pueden estar ligadas al estu-
dio previo de la función lineal que se generaliza excesivamente. 

La investigación sobre libros de texto de matemáticas es amplia, siendo me-
nor el análisis de contenidos de estadística, aunque encontramos algunos ejem-
plos como los de Cobo y Batanero (2004) y Díaz-Levicoy (2014). Respecto a la 
regresión, destacamos las investigaciones de Sánchez Cobo (1999), quien estudia 
las definiciones de conceptos relacionados con la regresión en once libros de 
texto de Bachillerato, publicados entre 1977 y 1990, clasificándolas según se de-
finan explícitamente, mediante una fórmula, o bien una mezcla de las anteriores. 
En su estudio a veces no diferencia entre conceptos y propiedades por lo que este 
será un punto original de nuestro trabajo, además de presentar una actualización 
de su estudio a libros publicados recientemente.

Lavalle, Micheli y Rubio (2006) analizan la enseñanza de la regresión en 
siete textos argentinos de Bachillerato, considerando los conceptos y procedi-
mientos asociados, así como sus relaciones. Encuentran distintos niveles de pro-
fundidad en el tratamiento del tema. Solo un texto define el concepto de recta de 
regresión; cuatro incluyen la ecuación de la recta, siendo únicamente dos los que 
además utilizan funciones de ajuste distintas a la lineal. En la mayoría de los 
textos analizados por las autoras se trata también la estimación de la variable 
dependiente utilizando la función de ajuste.

Por otra parte, Gea y cols. (2013) realizan un estudio empírico de algunas 
variables, como tipo e intensidad de la correlación en los problemas de correla-
ción y regresión propuestos en una muestra de libros textos de Bachillerato de 
Ciencias Sociales. En Gea, Batanero, Fernandes y Gómez (2014) analizan, en es-
tos mismos libros de texto, las representaciones gráfica y tabular de la distribu-
ción bidimensional; tema que el estudiante aprende antes de comenzar el estudio 
de la regresión. En Gea, Batanero, Arteaga, Cañadas y Contreras (2014) se estudia 
el lenguaje simbólico, expresiones algebraicas y verbales que utilizan los libros 
de texto en los temas de correlación y regresión. En este artículo se complementan 
los anteriores, estudiando las situaciones-problemas, procedimientos, conceptos y 
propiedades asociados a la regresión en los textos mencionados y otros ocho 
textos de Bachillerato de Ciencia y Tecnología.
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4. METODOLOGÍA

Se analizaron 16 libros de texto de primer curso de Bachillerato en la modali-
dad de Humanidades y Ciencias Sociales y de Ciencia y Tecnología, posteriores 
al Decreto de Bachillerato (MEC, 2007). Los libros se eligieron por ser los más 
utilizados en la enseñanza pública en la Comunidad Autónoma de Andalu-
cía (después de una consulta a la Consejería de educación sobre el tema) y 
estar publicados en editoriales de gran tradición y prestigio. En el Anexo 1 se 
presentan los libros analizados junto con un código utilizado a lo largo del 
trabajo; dicho código será H1, H2, etc. para los textos correspondiente a Huma-
nidades y Ciencias Sociales, y T1, T2, etc. para los textos dirigidos a Ciencia y 
Tecnología.

Resaltamos el hecho de que todos han estado vigentes hasta la fecha. De 
cada editorial se tomaron los libros dirigidos a las dos modalidades de Bachi-
llerato citadas. Se realizó un análisis de contenido, que difiere de otras técnicas 
de estudio documental (por ejemplo, del método histórico), porque sustituye en 
lo posible las interpretaciones y subjetividad del estudio de documentos por 
procedimientos estandarizados, con el fin de convertir en datos los conteni-
dos analizados en los documentos (León y Montero, 2002). Se siguieron los 
siguientes pasos:

•	 En primer lugar se categorizan todos los problemas presentados, identi-
ficando dos tipos principales de situaciones problemas.

•	 Se identifican los procedimientos presentados, bien porque se introduz-
can explícitamente, explicando el procedimiento paso a paso, o bien 
porque sea necesario para resolver los problemas propuestos.

•	 Se identifican todos los conceptos implicados en el tratamiento de la re-
gresión. Para cada uno de ellos se analizó la forma en que se describe o 
presenta el concepto, que puede ser mediante ejemplos (E) o mediante 
una definición explícita formal (F); que de acuerdo a Sfard (1991) puede 
ser operacional (O),estructural (S), o bien mezclando varios de estos tipos 
de definiciones. Se ha tenido también en cuenta si los ejemplos se propo-
nen antes de la definición, como es sugerido por Skemp (1993).

•	 Seguidamente, se consideran las propiedades asociadas a cada uno de 
los anteriores conceptos, que no fueron consideradas en trabajos previos.
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5. RESULTADOS

Con la metodología descrita se analizaron cada uno de los textos de la muestra, 
identificando la presencia o ausencia de los objetos matemáticos identificados. A 
continuación se presentan estos resultados, describiendo las categorías consideradas 
e introduciendo un ejemplo, cuando sea necesario, para la mejor comprensión. Se 
finaliza cada una de las secciones con tablas en las que se resumen los resultados 
y con las conclusiones respecto a la forma en que los textos presentan los campos de 
problemas, procedimientos, conceptos y propiedades ligados a la regresión.

5.1 Campos de problemas

En nuestro marco teórico, los problemas son el origen o razón de ser de la activi-
dad matemática; se postula que el resto de objetos matemático emergen de las 
prácticas, personales o institucionales, realizadas para resolverlos (ver, por ejem-
plo, Godino, 2002; Godino y Batanero, 1994). Al analizar la actividad matemática 
interesan, más que ejemplos particulares de problemas, clases o campos de pro-
blemas, relacionados con cada objeto matemático. El concepto de “problema” es 
amplio, pues incluye cualquier situación o tarea que requiera actividad matemá-
tica. Por ello, en el análisis de los libros de texto, hemos englobado como “proble-
mas”, tanto los problemas en sí, como los ejercicios, tareas o actividades. El 
análisis de todos ellos sirvió para identificar dos clases o campos de problemas 
principales referidos a la regresión, que se ejemplifican en la Figura 1 y que se 
describen a continuación, asignando a cada uno de ellos un código: CP1 y CP2.

CP1. Ajuste de un modelo a los datos bivariantes. Los problemas que hemos 
incluido en esta categoría piden a los estudiantes ajustar una función a los datos 
bivariantes, obteniendo su expresión algebraica (pregunta (a) en la Figura 1). 
Otras veces se sugiere trazar en forma aproximada la recta de regresión sobre un 
diagrama de dispersión. En menor medida, encontramos algunas situaciones 
donde se pide comprobar propiedades del modelo de regresión lineal, asignar 
una recta entre varias dadas a un diagrama de dispersión, o determinar el ángu-
lo que forman las dos rectas de regresión. En los textos analizados, estos proble-
mas usualmente sólo proponen el modelo de regresión lineal, que es el más 
sencillo y asequible para los estudiantes.

CP2. Realizar estimaciones de un valor de la variable dependiente, a par-
tir de un modelo de regresión. Una vez calculada la función de ajuste a la 
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distribución bidimensional, los textos proponen problemas estimación; por 
ejemplo, el mostrado en el apartado (b) de la Figura 1. Son muchos los pro-
blemas donde, una vez calculada la función de ajuste, se pide realizar una 
estimación en valores de la variable independiente incluidos (interpolacio-
nes) y excluidos (extrapolaciones) en el rango de los datos. Sánchez Cobo 
(1999) encontró en su análisis este mismo tipo de problemas. Al igual que 
Lavalle, Micheli y Rubio (2006), algunos textos son imprecisos ([H6], [T6], [H4] 
y [T4]), porque no señalan que el valor estimado a partir de la ecuación de 
regresión es un valor esperado o promedio. Hemos incluido, en esta catego-
ría, las tareas que piden al estudiante, analizar la bondad del ajuste del mo-
delo de regresión (pregunta (c) en la Figura 1), que el alumno ha de resolver 
mediante el cálculo del coeficiente de determinación. Otro ejemplo de este 
campo de problemas, es la siguiente tarea: “¿Cuál sería la fiabilidad de un 
ajuste bidimensional con r = 0,7? ([T6]: 187). 

Figura 1. Ajuste de un modelo a los datos y estimación mediante el modelo de 
regresión. ([H7]: 262)

En la Tabla 1, se resume el análisis realizado de los campos de problemas. 
En todos los libros se presentan los dos campos de problemas descritos, que 
aunque con frecuencia similar, es algo más alta para el campo P1, que supone, 
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aproximadamente el 52,6% del total de problemas presentados en los textos de 
Humanidades y Ciencias Sociales y el 52,7% en los de Ciencias y Tecnología. 
Estos porcentajes varían según los textos, pues unas editoriales proponen más 
problemas tipo CP1 (ajustar una recta a los datos): [H1], [H4], [H5], [H7], [H8], [T1], 
[T4], [T5], [T7], [T8], y el resto al contrario. No hay mucha diferencia entre los dos 
textos de la misma editorial.

Tabla 1. Frecuencias (y porcentaje) de campos de problemas por texto

Campo 
de 

problemas
H1 H2 H3 H4 H5 H6 H7 H8 Total

CP1 44(57,9) 26(39,4) 26(42,6) 26(59,1) 50(51,0) 28(45,2) 59(54,6) 60(65,9) 319(52,6)

CP2 32(42,1) 40(60,6) 35(57,4) 18(40,9) 48(49,0) 34(54,8) 49(45,4) 31(34,1) 287(47,4)

Total 76 66 61 44 98 62 108 91 606

T1 T2 T3 T4 T5 T6 T7 T8 Total

CP1 45(58,4) 26(39,4) 22(47,8) 26(59,1) 53(54,1) 28(45,2) 56(54,9) 47(58,8) 303(52,7)

CP2 32(41,6) 40(60,6) 24(52,2) 18(40,9) 45(45,9) 34(54,8) 46(45,1) 33(41,3) 272(47,3)

Total 77 66 46 44 98 62 102 80 575

5.2 Procedimientos

Los procedimientos que describen los textos para resolver los anteriores proble-
mas de ajuste y predicción se describen a continuación, identificados por un 
código P1 a P6.

P1. Ajuste de la recta de mínimos cuadrados. El modelo de regresión, usual-
mente presentado, es el ajuste lineal, utilizando el criterio de mínimos cuadrados 
(es decir, la recta que hace mínima la suma de los cuadrados de las diferencias 
entre los valores observados de la variable bidimensional y los estimados por la 
recta). Se presentan dos procedimientos de cálculo, que requieren el cálculo 
previo de las medias, varianzas, desviaciones típicas y covarianza. El primer pro-
cedimiento es la ecuación punto-pendiente, o ecuación de la recta que pasa por 
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el centro de gravedad y tiene como pendiente el coeficiente de regresión de Y 
sobre X (análogamente para la recta de regresión de X sobre Y): 

Coeficiente de regresión de Y sobre X: =
σ

σ
=

σ

σ
b ryx

yx

x

y

x
2

Recta de regresión de Y sobre X: − = ⋅ −y b x xy ( )yx

Otros textos, plantean la ecuación de la recta a partir de la ordenada en el 
origen (análogamente para la recta de regresión de X sobre Y):

Ordenada en el origen = − ⋅a y b xyx ; 

Recta de regresión de Y sobre X: = + ⋅ŷ a b xyx

P2. Ajuste de otros modelos de regresión. Tan sólo [H8] y [T8] incluyen proce-
dimientos para ajustar otros modelos de regresión. En primer lugar, mediante un 
ejercicio resuelto, explican el procedimiento desarrollado por Tukey para ajustar 
la recta de regresión respecto a la mediana, que se utiliza cuando los datos 
muestran una tendencia lineal fuerte y aparecen datos atípicos. También, me-
diante un ejercicio resuelto, introducen el método de cambio de variable para 
ajustar una función no lineal a los datos (en [H8] los datos presentan una depen-
dencia exponencial y en [T8] una parabólica). Asimismo se pide comparar estos 
modelos de ajuste con el lineal y justificar la elección del mejor modelo, tarea que 
ayudará al estudiante a comprender mejor la regresión.

P3. Cálculo del coeficiente de determinación R2. Pocos textos incluyen el proce-
dimiento de cálculo del coeficiente de determinación, que en el caso de la regresión 
lineal coincide con el cuadrado del coeficiente de correlación. Este coeficiente mide 
el porcentaje de la varianza de la variable dependiente que es explicada por el 
modelo de regresión. En caso de tomar su valor máximo (1) los datos de la variable 
dependiente se ajustarían perfectamente al modelo, siendo la relación entre las 
variables de tipo funcional. A pesar de su importancia, sólo en [H5] y [T5] se define 
este coeficiente y el método de cálculo, que es un complemento al estudio de la 
correlación, al permitir valorar la bondad del ajuste. Como vemos, en la presenta-
ción, se explican las propiedades de este coeficiente:
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Si multiplicamos r2 por 100, se obtiene el porcentaje de cambio de Y explicado por X. 
Así, si r = 0, los cambios en la variable X explican el 0% de los cambios en la Y, o sea, 
las variables X e Y son linealmente independientes. Y si r = 1 (o r = -1), la variación 
en la Y se explica al 100%, por la variación de la X; en este caso, las variables X e Y 
son linealmente dependientes. Fuera de estos casos límite, el porcentaje explicado es 
100·r2 ([T5]: 363).

P4. Valorar la bondad del ajuste del modelo de regresión. El coeficiente de 
determinación permite valorar la bondad del ajuste del modelo de regresión, es 
decir el grado en que los puntos se aproximan al modelo (función) de regresión. 
Habrá un buen ajuste cuando los puntos estén próximos a la función elegida 
de ajuste. En algunos textos se valora el ajuste interpretando únicamente el 
coeficiente de determinación como proporción de la varianza, como hemos visto 
en el ejemplo anterior, pero no se indica si los puntos se aproximan o no a la 
función de ajuste.

P5. Determinar una predicción. En todos los textos se plantean procedimien-
tos de estimación, utilizando la recta de regresión, que se reducen a la sustitu-
ción de valores en su ecuación. En su mayoría no se explicita de modo formal, 
sino mediante un ejercicio resuelto. En algunos textos, como [H1], [H2], [T1] y [T2], 
se indica que, si el coeficiente de correlación es alto, podría utilizarse una sola 
recta para establecer predicciones (las pendientes de las rectas de regresión son 
prácticamente las mismas, y poseen un punto en común: el centro de gravedad) 
pero, aunque esta propiedad sea cierta, se debe tener cuidado en que el estu-
diante no generalice indebidamente.

P6. Valorar la bondad de la predicción. Cuando se calculan estimaciones uti-
lizando el modelo de regresión, es importante que se razone sobre los resultados 
obtenidos, ya que para algunos valores de la variable independiente la predicción 
de la dependiente tendría un gran error. El procedimiento que se suele utilizar 
para analizar la fiabilidad de la estimación de valores es comprobar si los valores 
de la variable independiente que se utilizan para realizar la estimación son cer-
canos a la media, y si el valor del coeficiente de correlación está próximo a 1, en 
valor absoluto, como el ejemplo siguiente:

•	 Las predicciones realizadas a partir de una recta de regresión no son fia-
bles si entre X e Y no hay un alto grado de correlación lineal, es decir, si r 
no es, en valor absoluto, cercano a 1.
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•	 La fiabilidad de una recta de regresión es mayor cuanto mayor sea el nú-
mero de datos considerados para calcularla. Las predicciones obtenidas 
para valores próximos al punto medio de la distribución son más fiables 
que las obtenidas para valores muy alejados. ([H3]: 227).

En la Tabla 2 observamos que en todos los textos se incluyen los procedi-
mientos de ajuste de la recta de regresión por el método de mínimos cuadrados, 
los relativos al cálculo de predicciones y la valoración de fiabilidad de predicción. 
En cuanto a otros procedimientos, encontramos diferencias, principalmente en los 
textos de cada editorial; por ejemplo, el texto [T8] presenta procedimientos relati-
vos al cálculo del coeficiente de determinación y la bondad del ajuste del mode-
lo de regresión, mientras que en [H8] no se incluyen.

La valoración de la bondad del ajuste del modelo, así como el cálculo del 
coeficiente de determinación no se suele incluir en los textos analizados. Tan 
sólo [H5], [T5] y [T8] tratan ambos procedimientos, y en [H6] y [T6] la bondad del 
ajuste del modelo, sin el cálculo del coeficiente de determinación. En la inves-
tigación de Lavalle, Micheli y Rubio (2006), de siete libros analizados por estas 
autoras la ecuación de la recta de regresión aparece únicamente en cuatro, la 
estimación de valores en cinco y la valoración de la bondad de las mismas en 
tres. En cuanto a procedimientos de ajuste de otros modelos de regresión no 
lineales, los resultados son similares a los nuestros.

Tabla 2. Procedimientos de análisis de regresión 

Procedimientos H1 H2 H3 H4 H5 H6 H7 H8

P1. Ajuste de la recta de regresión x x x x x x x x

P2. Ajuste de otros modelos de regresión x

P3. Cálculo del coeficiente de 
determinación

x

P4. Valorar la bondad del ajuste del 
modelo de regresión

x x

P5. Determinar una predicción x x x x x x x x

P6. Valorar la fiabilidad de la predicción x x x x x x x x
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T1 T2 T3 T4 T5 T6 T7 T8

P1. Ajuste de la recta de regresión x x x x x x x x

P2. Ajuste de otros modelos de 
regresión

x

P3. Cálculo del coeficiente de 
determinación

x x

P4. Valorar la bondad del ajuste del 
modelo de regresión

x x x

P5. Determinar una predicción x x x x x x x x

P6. Valorar la fiabilidad de la predicción x x x x x x x x

5.3 Conceptos

En primer lugar describiremos todos los conceptos implicados en el tratamiento 
de la regresión hallados en el tema, en cada uno de los textos analizados. Segui-
damente analizaremos la forma en que se describe o presenta el concepto, que 
puede ser mediante ejemplos (E), usualmente utilizando implícitamente una de-
finición operacional, o mediante una definición explícita formal; que de acuerdo 
a Sfard (1991) puede ser operacional (O), estructural (S), o bien mezclando varios 
de estos tipos de definiciones. Se ha tenido también en cuenta si los ejemplos se 
proponen antes de la definición, como es sugerido por Skemp (1993). Cada con-
cepto tendrá un código que va de C1 a C6.

C1. Variable dependiente e independiente. En la expresión Y = f(x), los valores 
de la variable independiente x serán fijados; la variable dependiente Y es la que 
tratamos de predecir mediante un modelo, por ejemplo, la recta de regresión. Su 
diferencia ocupa un lugar central en la regresión (Estepa, 1994), con objeto de 
expresar una variable en función de otra. Una definición explícita se encuentra 
en [H8]: “La variable dependiente es aquella que se quiere estimar, y la variable 
que se utiliza para ello se denomina variable independiente” (p. 254). Implícita-
mente se describe este concepto al resaltar que existen dos rectas de regresión.

C2. Regresión. Se conoce como tal el método que permite elegir, dentro de 
una familia de funciones, la que mejor se ajusta a un conjunto de datos, siguien-
do ciertos criterios; por ejemplo, la recta de regresión es, entre todas las funciones 
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lineales, la que mejor se ajusta a los datos, cuando el criterio es minimizar la 
suma de los cuadrados de las desviaciones de los datos a la recta. Este concepto 
suele tratarse de modo implícito. Una definición explícita es: “Al análisis que pre-
tende determinar la curva que mejor aproxima un diagrama de dispersión se le 
llama regresión” ([H3]: 226). 

C3. Modelos de regresión. En regresión consideraremos un modelo a cual-
quier función de ajuste, pues, como todo modelo matemático permite representar 
en forma simplificada (mediante una ecuación) el fenómeno en estudio. El con-
cepto de modelo es fundamental en el tratamiento de la regresión, pues permite 
diferenciar la función de ajuste (modelo) de los datos observados. Sin embargo, 
raramente aparece explicitado en los textos. En algunos casos, no se define pero 
queda implícito, por ejemplo: 

Si existe una correlación fuerte entre las variables X e Y, el análisis de la regresión 
permite encontrar la ecuación de la función matemática que mejor se ajusta a la 
nube de puntos. Esta puede ser una recta, una parábola, una exponencial, una 
cúbica, etc. ([H4]: 226).

La situación es parecida a la descrita por Lavalle, Micheli y Rubio (2006), 
donde sólo dos de los siete textos incluyen esta idea. Otros textos plantean ta-
reas donde el modelo de ajuste más indicado es no lineal, sin definir la idea de 
modelo, al igual que en cinco de los libros analizados por Sánchez Cobo (1999). 

C4. Coeficientes de regresión lineal. Una vez decidido utilizar el modelo li-
neal de regresión, es necesario determinar los parámetros de la recta de regre-
sión, es decir, la ordenada en el origen y la pendiente. Las pendientes de las 
rectas de regresión se conocen como coeficientes de regresión lineal. Existen 
dos coeficientes de regresión que corresponden a las pendientes de las dos 
rectas de regresión asociadas a cada conjunto de datos. Sánchez Cobo (1999) 
no los analiza. En nuestro estudio, algunos libros los definen en forma parcial-
mente correcta pues sólo definen el coeficiente de regresión de Y sobre X:

La recta que hace mínima la suma di
2  tiene por ecuación: ( )= +

σ

σ
−y y x xxy

x
2

Se llama recta de regresión de Y xobre X. A la pendiente, 
σ

σ
xy

x
2 , se la llama coefi-

ciente de regresión ([H1]: 230)
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C5. Rectas de regresión. Todos los textos analizados la definen y describen el 
método de mínimos cuadrados. Se encuentran también enunciados imprecisos 
como el siguiente donde no se indica cuál es la variable dependiente y cuál la 
independiente.

La tabla adjunta da los alargamientos de una barra metálica por efecto de cambios en la 
temperatura. Calcular la recta de regresión y hacer algunas estimaciones ([H1]:231). 

Tan sólo [H8] alude a la influencia de los datos atípicos sobre la recta de 
regresión y sugiere en estos casos usar la metodología de Tukey para obtener 
la recta de regresión respecto a la mediana. En cuanto a la utilidad predictiva 
de la recta de regresión, sólo la mitad de los textos analizados la resaltan. Estos 
resultados coinciden con los de Sánchez Cobo (1999), quien señala que se 
suele incluir el procedimiento de ajuste a los datos (siete de los once textos), sin 
discutir su utilidad predictiva (tres de los once textos). Aparentemente, la finali-
dad de la recta de regresión es calcularla, sin utilizarla posteriormente.

C6. Bondad de ajuste. Coeficiente de determinación. Estas nociones, ya descri-
tas, ayudan al estudiante a dotar de significado al análisis de regresión. A pesar 
de ello, los textos analizados no suelen definirlos; tan sólo encontramos estas 
definiciones en [H5] y [H6], siendo parcial en [H6], que define la bondad de ajus-
te, pero no el coeficiente de determinación. Por otro lado, se presenta en forma 
confusa la diferencia entre fiabilidad del modelo y fiabilidad, que no son nocio-
nes equivalentes. La primera se refiere a la fiabilidad global de la predicción y la 
segunda se reduce a la de un punto particular.

En la Tabla 3 se resume la forma de definición de estos conceptos, obser-
vando un predominio de definiciones acompañadas de ejemplos, siguiendo 
entonces las recomendaciones de Skemp (1993) y Joyce y Weil (1996). Las ex-
cepciones son los conceptos de coeficiente de regresión y variable dependiente 
e independiente, cuya definición no se suele acompañar de ejemplos.

La recta de regresión se define en todos los libros, acompañada de ejemplos; 
en la mitad de los textos estos ejemplos se presentan antes de la definición y en 
el resto después de la misma. Generalmente se introduce de modo estructural, 
describiendo sus propiedades y características (Sfard, 1991). Los ejemplos presen-
tados se apoyan gráficamente en diagramas de dispersión, a los que se añade la 
recta de mínimos cuadrados y con algunas representaciones que resaltan la di-
ferencia entre las coordenadas de los puntos observados y las estimadas por 
medio de la recta (Ver ejemplo en Figura 2). Estos gráficos permiten también 
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mostrar la tendencia de la variación conjunta. Finalmente, se ofrece la definición 
operacional de la misma, introduciendo las ecuaciones de las rectas. Esta misma 
tendencia se observa en la investigación de Sánchez Cobo (1999), donde por lo 
general, la recta de regresión se introduce mediante ejemplos en que el diagrama 
de dispersión muestra la recta de ajuste a los datos. Además, se muestran los dos 
tipos de definición, estructural y operacional, mientras en otros conceptos se limi-
tan a uno de estos tipos de definiciones.

Figura 2. Coordenadas observadas de los puntos en el diagrama de dispersión 
y valores estimados mediante la recta de regresión ([T5]: 364)

Tabla 3. Conceptos asociados a la regresión y forma de introducción

Conceptos H1 H2 H3 H4 H5 H6 H7 H8
C1. Variable dependiente e independiente O O
C2. Regresión ES SE
C3. Modelos no lineales de regresión SOE SOE
C4. Rectas de regresión ESO EOS SO SOE SOE SOE SOE SO
C5. Coeficientes de regresión O SO O
C6. Bondad de ajuste. Coef. de determinación SOE OE

T1 T2 T3 T4 T5 T6 T7 T8
C1. Variable dependiente e independiente O
C2. Regresión ES SE
C3. Modelos no lineales de regresión SOE SOE
C4. Rectas de regresión ESO EOS SO SOE SOE SOE SOE SO
C5. Coeficientes de regresión O SO O
C6. Bondad de ajuste. Coef. de determinación SOE OE SOE

E = Definición mediante ejemplo; O = Definición operacional, S =Definición estructural



Educación Matemática, vol. 27, núm. 2, agosto de 2015	 25

Carmen Batanero, M. Magdalena Gea, Danilo Díaz-Levicoy y Gustavo R. Cañadas

El concepto general de regresión o la variable dependiente e independiente 
apenas se definen, en unos pocos textos. Igual ocurre con la bondad del ajuste y 
los coeficientes de regresión; estos últimos con un tratamiento meramente opera-
cional de la regresión, pudiendo así olvidar la importancia de sus aspectos estruc-
turales y con ello, un aprendizaje más significativo.

5.3 Propiedades

Los libros de texto suelen presentar atributos o propiedades de los conceptos 
definidos, cuya naturaleza es epistémica, y por tanto institucional. Se han encon-
trado las siguientes (designadas como P1 a P11):

P1. La recta de regresión hace mínima la suma de los cuadrados de las des-
viaciones de los puntos de la distribución bidimensional a la recta (diferencia de 
ordenadas o diferencia de abscisa, según la recta de regresión que se trate). To-
dos los textos la incluyen, generalizando así una propiedad de la media que los 
alumnos ya conocen (la media es el valor que minimiza la suma de desviaciones 
de los datos). 

P2. Existen dos rectas de regresión diferentes. En todos los textos se indica 
implícitamente que hay dos rectas de regresión diferentes, aunque algunos lo 
hacen explícito. Como Sánchez Cobo (1999), creemos que si se presenta esta 
propiedad se podría prevenir que los estudiantes obtuvieran una de las rectas 
despejando la variable de la otra recta calculada previamente, lo cual es un 
error. Se indica generalmente que la estimación de cada variable se realiza con 
su correspondiente recta de regresión. Algunos textos señalan que si el coefi-
ciente de correlación es próximo a 1 o -1, se puede utilizar una única recta de 
regresión para predecir cualquiera de las variables del estudio. Un ejemplo  
de esta propiedad es: 

Las rectas de regresión de Y sobre X y de X sobre Y son distintas, por eso hay que 
saber qué variable es la dependiente, pues X e Y no son intercambiables. (Es posible 
que tenga sentido deducir la variable Y a partir de la X, mientras que deducir la X a 
partir de la Y carezca de significado) ([H5]:.258).

P3. Propiedades del coeficiente de determinación y varianza explicada. La prin-
cipal propiedad que se introduce es que el coeficiente de determinación informa 
de la fiabilidad del ajuste lineal. Otros textos analizan la relación del coeficiente de 
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determinación con la proporción de varianza de la variable dependiente explicada 
por la recta:

En ocasiones, con el fin de calcular la calidad o bondad del ajuste realizado median-
te la recta de regresión y, por tanto, la fiabilidad de las predicciones que con ella se 
puedan realizar, se utiliza la expresión (r 2 • 100) % que nos da el porcentaje en el que 
la variable Y se justifica por el valor de la variable X ([H6]: 185). 

P4. La recta de regresión permite estimar valores de la variable dependiente 
a partir de la independiente. Las estimaciones obtenidas con la recta de regresión 
son aproximaciones, en términos de probabilidad, al valor real. No se suele resal-
tar el carácter aproximado de la estimación, aunque en la mayoría de los libros 
se usa de modo implícito, pues se indica que, al contrario que en la dependencia 
funcional, para cada valor de la variable independiente, corresponden varios va-
lores de la dependiente, siendo el valor proporcionado por la recta de regresión 
el promedio de todos ellos. Así:

Las estimaciones siempre se realizan aproximadamente y en términos de probabili-
dad: es probable que si x , y( )i i  entonces y valga, aproximadamente, ŷ x( )0  ([H1]:230). 

P5. La recta de regresión pasa por el centro de gravedad de la distribución. Es 
decir, el punto que tiene como coordenadas las medias de las dos variables 
x, y( )  es un punto incluido en la recta y por tanto satisface su ecuación. En el 

estudio de Sánchez Cobo (1999), siete de los once textos citan esta propiedad, 
aunque dos lo hacen de modo implícito. En nuestro estudio aparece en la mayo-
ría de los textos.

P6. Las estimaciones con la recta de regresión son mejores en valores cerca-
nos a la media de la variable independiente. Un ejemplo es: “Las predicciones 
obtenidas para valores próximos al punto medio de la distribución son más fia-
bles que las obtenidas para valores muy alejados” ([H3]: 227). No suele aparecer 
en muchos textos ya que, por lo general, la fiabilidad de la predicción se juzga 
por la proximidad del coeficiente de correlación a 1 o -1, aunque esta condición 
es insuficiente.

P7. La fiabilidad de la predicción con la recta de regresión aumenta con el tama-
ño de muestra. Se presenta en pocos de los textos analizados a pesar de su utilidad. 
Un ejemplo es: “La fiabilidad aumenta al aumentar los datos. Una recta obtenida a 
partir de pocos datos genera grandes riesgos, aunque r sea muy alto”. ([H5]: 260).
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P8. Intensidad de correlación y ángulo de las rectas de regresión. Dependien-
do de si las variables presentan dependencia funcional o independencia, las 
rectas de regresión son coincidentes o perpendiculares, respectivamente. No es 
muy habitual encontrar esta propiedad geométrica sobre el ángulo que forman 
las rectas en función del valor del coeficiente de correlación.

P9. Recta de regresión, covarianza y correlación. Se interpreta la covarianza 
según la proximidad de los puntos a la recta de regresión, se relaciona el signo 
y los coeficientes de regresión, o pendiente de las rectas de regresión. En el estu-
dio de Sánchez Cobo (1999) ninguno de los textos los incluye:

Según donde esté situado x , y( )i i  respecto a x, y( ) , el área − ⋅ −x x y y( ) ( )i i  será 
positiva o negativa. Si los puntos están próximos a una recta de pendiente positiva, 
los sumandos son casi todos positivos y la covarianza es grande ([H1]: 228). 

De la pendiente de la recta de regresión se puede deducir igualmente el signo 
de la correlación:

Si la pendiente de la recta de regresión es positiva o negativa, la correlación se llama 
positiva o negativa, respectivamente ([H1]: 227). 

P10. El producto de los dos coeficientes de regresión es r2. Esta proposición se 
encuentra en la mayoría de los textos, así como en los de Sánchez Cobo (1999).

P11. Relación entre las estimaciones con la recta de regresión y el coeficiente 
de correlación. La mayoría de los textos relacionan ambos conceptos, como por 
ejemplo: 

La fiabilidad de los cálculos obtenidos mediante las rectas de regresión será tanto 
mayor cuanto mayor sea el valor absoluto del coeficiente de correlación lineal r.
Si r está muy próximo a cero, no tiene sentido realizar ninguna estimación o previsión.
Si r está próximo a 1 o a -1, los valores reales serán, probablemente, próximos a nues-
tras estimaciones.
Si r = 1 o r = -1, los valores reales coincidirán con las estimaciones efectuadas ([H4]: 226).

En la Tabla 4 presentamos un resumen de las propiedades que se incluyen en 
el tema. Todos los textos menos [H4] y [T4] incluyen la propiedad de que la recta 
de regresión es aquella que minimiza la suma de cuadrados, que igualmente se 
presenta en la investigación de Sánchez Cobo (1999) en diez de los once textos 
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que analiza. Asimismo, la mayoría de los textos indican la posibilidad de realizar 
predicciones a partir de ella (sólo la omiten [H8] y [T8]), y la existencia de dos rectas 
diferentes de regresión se presenta en la mayoría. Observamos diferencia en los 
textos, desde algunos que incluyen casi todas las propiedades citadas (como [H3] 
y [T3]) hasta otros como [H4] y [T4] que presentan pocas. Son también estos dos 
textos los únicos que omiten que el centro de gravedad es un punto de la rec-
ta de regresión y la relación entre la fiabilidad y proximidad del punto a dicho 
centro de gravedad. 

La relación que menos se establecen se refieren a la discusión de la impor-
tancia del tamaño de la muestra en el ajuste del modelo predictivo. El resto de 
propiedades también aparece con baja frecuencia.

Tabla 4. Propiedades de la regresión

H1 H2 H3 H4 H5 H6 H7 H8

PR1. Propiedad de mínimos cuadrados x x x x x x x

PR2. Dos rectas de regresión diferentes x x x x x x

PR3. Porcentaje de varianza explicada (r2) x x

PR4. Estimación usando la recta de regresión x x x x x x x

PR5. Centro de gravedad y recta de regresión x x x x x x x

PR6. Fiabilidad de la estimación y centro de gravedad x x x x x x x

PR7. Fiabilidad de la estimación y tamaño muestral x x

PR8. Intensidad de correlación y ángulo de las rectas x x x x

PR9. Recta de regresión, correlación y covarianza x x x x x

PR10. Producto de los coeficientes de regresión x x

PR11.Coficiente de correlación y fiabilidad de predicción x x x x x x x
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T1 T2 T3 T4 T5 T6 T7 T8

PR1. Propiedad de mínimos cuadrados x x x x x x x

PR2. Dos rectas de regresión diferentes x x x x x x

PR3. Porcentaje de varianza explicada (r2) x x

PR4. Estimación usando la recta de regresión x x x x x x x

PR5. Centro de gravedad y recta de regresión x x x x x x x

PR6. Fiabilidad de la estimación y centro de gravedad x x x x x x x

PR7. Fiabilidad de la estimación y tamaño muestral x x

PR8. Intensidad de correlación y ángulo de las rectas x x x x

PR9. Recta de regresión, correlación y covarianza x x x x x

PR10. Producto de los coeficientes de regresión x x x

PR11.Coficiente de correlación y fiabilidad de predicción x x x x x x x

No encontramos diferencias en los textos dirigidos a cada modalidad, salvo 
en [H8] y [T8], siendo este último mucho más completo en cuanto a las propieda-
des que incluye. La razón principal es que este texto define el coeficiente de de-
terminación, por lo que incluye más propiedades referidas a la regresión. 

5. CONCLUSIONES

El análisis realizado permite cumplir el objetivo de este trabajo, que fue caracte-
rizar la presentación de la regresión en los libros de texto españoles de Bachille-
rato. Para ello se han analizado los campos de problemas, procedimientos, 
conceptos y propiedades, comparando entre textos de la misma modalidad de 
Bachillerato y dentro de las dos modalidades. 

Todos estos análisis completan los estudios previos. Además de actualizar el 
estudio de Sánchez Cobo (1999), nuestro trabajo estudia en forma diferenciada 
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los conceptos y propiedades, encontrando dos que no aparecen en los textos 
analizadas por este autor: la relación entre signo de la covarianza, correlación y 
la pendiente de las rectas de regresión y el hecho de que el producto de los dos 
coeficientes de regresión es igual al coeficiente de correlación al cuadrado. Lava-
lle, Micheli y Rubio (2006) no analizan las propiedades incluidas en los textos, 
además, su estudio se ha realizado sobre textos argentinos. Otro punto original 
en nuestro trabajo es la clasificación de las definiciones, los conceptos siguiendo 
la propuesta de Sfard (1991) (estructural u operacional). 

Completamos nuestros trabajos previos sobre las variables incluidas en las 
situaciones problema de correlación y regresión (Gea, Batanero, Cañadas y Con-
treras, 2013), la distribución de datos bidimensional (Gea, Batanero, Fernandes y 
Gómez, 2014) y el lenguaje de la correlación y regresión (Gea, Batanero, Arteaga, 
Cañadas y Contreras, 2014). En ninguno de ellos se analizan los conceptos, pro-
piedades y procedimientos ligados a la regresión.

Los resultados de nuestro estudio muestran que los textos contemplan los dos 
campos de problemas considerados en el análisis; siendo aproximadamente la 
mitad de los problemas, ejercicios y actividades propuestas dirigidas a ajustar un 
modelo de regresión y el resto a realizar estimaciones con dicho modelo. Conse-
cuentemente, todos los textos incluyen los procedimientos de ajuste de la recta 
de regresión por el método de mínimos cuadrados y los necesarios para realizar 
cálculo de predicciones y valorar la fiabilidad de la predicción de valores aislados 
de los datos.

También hemos encontrado algunas carencias que resumimos a continua-
ción y que nos permiten dar una serie de recomendaciones para mejorar la pre-
sentación de la regresión en los libros de texto.

•	 Una primera recomendación sería incluir los procedimientos de cálculo del 
coeficiente de determinación, así como su interpretación, tanto para valorar 
la bondad global del ajuste del modelo como para medir el porcentaje de 
varianza explicado por la regresión. Son muy pocos los libros que incluyen 
estos procedimientos, que consideramos fundamentales para comprender 
la utilidad de la regresión.

•	 Sugerimos también ampliar el número de conceptos que se definen explí-
citamente en los textos, donde hemos encontrado muy pocas definiciones, 
exceptuando la de la recta de regresión. Una explicación de esta escasez 
de definiciones podría ser la amplitud que se dedica en los textos al estudio 
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de la correlación. Pensamos que es importante que los textos den la rele-
vancia debida a la regresión, pues una vez aceptada una correlación entre 
las variables, la verdadera utilidad de la misma está en tratar de ajustar un 
modelo de regresión a los datos. Recomendamos consecuentemente incluir 
las definiciones de regresión, modelo de regresión, modelos no lineales y 
coeficientes de regresión, que sólo son incluidos en algunos libros.

•	 Recomendamos, cuando sea posible, dar relevancia a la definición estruc-
tural de los conceptos pues encontramos, en los conceptos que se definen, 
un énfasis en los aspectos operacionales, sin poner atención al significado 
y aspectos interpretativos. 

•	 Sería útil que las propiedades de la regresión se expliciten en los textos. En 
general, los textos analizados cubren todas las propiedades importantes 
relativas a la regresión; la variedad y cantidad de estas propiedades y rela-
ciones muestra la gran complejidad semiótica del tema. Sin embargo, la 
mayoría de las veces las propiedades no se discuten explícitamente, sino 
que únicamente se presentan implícitamente y pueden quedar ocultas 
para el estudiante. Por ejemplo, se presentan los cálculos para determinar 
cada una de las rectas de regresión, pero no se analizan a fondo las pro-
piedades que relacionan la regresión con la correlación o el significado de 
los coeficientes de regresión.

•	 Sería importante, en particular, que los libros resalten la relación entre coe-
ficiente de correlación y regresión lineal para que los estudiantes lleguen a 
comprender que es posible un coeficiente de correlación bajo o moderado, 
en un diagrama de dispersión de dependencia alta pero no lineal (por 
ejemplo, parabólica).

Finalizamos indicando que el libro de texto es sólo una de las herramientas 
que el profesor usa en su labor docente; el impacto sobre el aprendizaje del es-
tudiante depende no sólo del mismo libro, además de los conocimientos previos 
del estudiante, así como de la forma que el profesor usa el texto en el aula (Lowe 
y Pimm, 1996). En este sentido, es importante que las propiedades y relaciones 
entre conceptos no se presenten de forma apresurada, sino que el profesor en la 
clase organice un debate y reflexión en torno a las mismas. Este será el modo de 
conseguir un aprendizaje significativo, para evitar posibles errores como no dife-
renciar las dos rectas de regresión (Sánchez Cobo, 1999) y las concepciones in-
correctas identificadas por Estepa (1994).
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