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Abstract. This paper is twofold. First, the authors 

analysed the state of the art on the explainable artificial 
intelligence (XAI) applied to affective computing, 
emotion analysis, and sentiment analysis. Second, 
based on Kaptein’s approach and using the personality, 
emotion, and mood model proposed by Egges, the 
authors tested an Emotion-aware XAI framework to 
determine the affective state of predefined-behaviour 
autonomous entities in uncertainty contexts.  The 
affective state analysis of eight selected formal use 
cases was divided into four stages: personality settings, 
event evaluation, emotions and moods generation, and 
results classification. Findings suggest that the affective 
state depends on the type of predominant personality 
and the influence of the events in the environment.  

Keywords. Explainable artificial intelligence, emotion 

analysis, sentiment analysis, personality, 
emotion, mood. 

1 Introduction 

The artificial intelligence (AI) field is booming, 
experts predict that by 2050 AI will be able to 
realise any intellectual task a human can perform 
[16]. AI and data-focused machine learning (ML) 
have been able to achieve exceptional 
performance on important and difficult learning 
problems [19]. The applications of AI techniques 
have been used in “high-level” domains such as 
healthcare, the criminal justice system, finance, 
security, and military decision-making [35], 
providing the possibility of exploiting Big Data. 

People connect every day simultaneously in 
Big Data, sharing emotions, sentiments, 
and opinions. Nowadays, everyone can express 
on Internet applications their sentiments from joy 

to anger, and from depression to surprise [4]. In 
this regard, emotion and sentiment analyses 
combine techniques and tools from neuroscience 
to linguistics and computer science. For this 
reason, emotion analysis and sentiment analysis 
have been of interest to different researchers in 
the AI field  [1, 6, 24].  Affective computing 
enables the automatic extraction of emotions and 
sentiments in data.  

For retailers and marketing analysts, such 
methods can support the understanding of 
customers’ attitudes towards brands, especially to 
handle crises that cause behavioural changes in 
customers, and for the personality profiles 
understanding for recruitment [5]. 

AI combined with neuroscience allows us to 
understand and simulate human beings' 
behaviour, for instance, some brain capabilities, 
personality, emotions, sentiments, and mood. 
Nevertheless, the results obtained in some 
affective algorithms represent a black box for 
simulation, sentiment analysis, and 
decision making. 

For this reason, the aim of this paper is 
twofold: first, the authors analyse the state of the 
art on the Explainable Artificial Intelligence (XAI) 
applied to affective computing, emotion analysis, 
and sentiment analysis. Second, the authors 
implement an Emotion-aware XAI framework to 
determine the affective state of predefined-
behaviour autonomous entities in contexts 
of uncertainty. The structure of the article is 
as follows: 

The second section shows the characteristics 
of the studies related to XAI applied to affective 
computing, emotion analysis, and sentiment 
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analysis. The third section presents the state of 
the art of XAI applied to affective computing, 
emotion analysis, and sentiment analysis. The 
fourth section describes a framework, based on 
personality, emotion, and mood, for modelling 
individuals’ affective states based on autonomous 
entities towards an Emotion-aware Explainable 
Artificial Intelligence (EXAI). The fifth section 
presents the implementation of the affective 
framework of EXAI based on the analysis of eight 
selected formal use cases of autonomous entities. 
The paper ends up with the conclusions and 
future directions to continue with the study 
of EXAI. 

2 XAI Applied to Affective Computing, 
Emotion Analysis and Sentiment 
Analysis 

This section aims to describe the characteristics 
of XAI studies applied to affective computing, 
emotion analysis, and sentiment analysis with the 
existing papers found on the Web of Science, 
Scopus, and Google Scholar. 

The authors developed a systematic literature 
review related to XAI. Most studies related to XAI 
have focused on analysing machine learning (ML) 
techniques applied to medicine and law and to 
foster the humans in the loop idea towards a 
more responsible, accountable, transparent, and 
inclusive AI  [11]. In the area of affective 
computing, emotion analysis, and sentiment 
analysis, there is a gap, since XAI is an emerging 
area. To narrow down the document search, the 
authors applied a query for each repository as 
shown in Table 1. 

For the selection of the papers, the authors 
systematically review the query results applied in 
Web of Science, Scopus, and Google Scholar. 
First, the authors discarded non-related and 
repeated documents. Reports, Web sites, and 
theses were also omitted to obtain selected 
literature for the state of the art. Finally, the 
systematic search resulted in 16 papers. 

XAI applied to affective computing, emotion 
analysis, and sentiment analysis, is a recent topic 
on the research agenda of academics throughout 
the world. There is an existing gap in the state of 
the art. The first document dates back to 2017, 

and there was a research boom in 2019. 
However, the number of studies resulting after 
2019 has decreased. 

Most of the state-of-the-art studies have used 
deep learning techniques such as Deep Neural 
Networks, Recurrent Neural Networks, and 
Convolutional Neural Networks [17, 18, 20, 22, 
37]. Another proportion of the studies have 
focused on the study of Natural Language 
Processing and Intelligent Agents  [4, 19]. In 
addition, the authors found one study related to 
distributed linguistic representation [38], another 
related to pattern recognition [29], and one more 
paper that deals with prototype sequence 
networks [22]. Some documents are preprints 
stored on arXiv.org, for this reason, several of the 
studies are ongoing research. 

Most state-of-the-art studies have focused on 
analysing the application of XAI in sentiment 
analysis [5, 31]. While other applications that 
have been studied are related to affective 
computing, facial expressions, and emotions [12, 
17, 23, 29, 37]. Other areas of application that 
have been analysed are social interaction, 
pervasive computing, decision making, and bias 
detection [15]. 

The existing concern in the state-of-the-art 
papers is related to the generation of models and 
systems that have explicability and interpretability 

Table 1. Queries applied in Web of Science, 

Scopus, and Google Scholar  

Database Query 

Web of 
Science 

TS("Explainable Artificial 
Intelligence" AND ("Sentiment 
Analysis" OR "Emotion Analysis" 
OR "Affective computing") )  

Scopus 

TITLE-ABS-KEY("Explainable 
Artificial Intelligence" AND 
("Sentiment Analysis" OR 
"Emotion Analysis" OR "Affective 
computing") )  

Google 
Scholar 

intitle("Explainable Artificial 
Intelligence" AND ("Sentiment 
Analysis" OR "Emotion Analysis" 
OR "Affective computing") ) 
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in data analysis, learning, deicison-making, 
emotions and sentiments analysis, as well as in 
explain prediction methods and simulations.  

The black box is an issue that generates a lack 
of understanding into the generation of scenarios 
and decision making, algorithmic biases, and in 
the confidence in artificial-intelligence-
based systems. 

3 The State of the Art of XAI applied to 
Affective Computing, Emotion 
Analysis and Sentiment Analysis 

The state of the art of XAI applied to affective 
computing, emotion analysis, and sentiment 
analysis consists of 16 papers. Kaptein and 
colleagues wrote a seminal paper, identifying 
three ways in which emotions can be used to 
enhance XAI for cognitive agents, arguing that 
emotions have a strong potential to enhance 
XAI [14].  

In 2018, Weitz et al., investigate the XAI 
method Layer-wise Relevance Propagation (LRP) 
and apply it to understand how a deep learning 
network distinguishes facial expressions of pain 
from the facial expression of emotions.  

Their findings represent an initial step into the 
research of making decisions of black-box 
systems comprehensible for humans [37]. 

Mathews demonstrates that the explainability 
of ML models is vital and highlights fundamental 
directions for research, finding that an 
explainability framework furnishes a useful tool for 
identifying both fine-grained analyses at the 
feature level for malware and tumour data 
classification and as a text dataset introspection 
across documents and words that are important 
to a classifier’s decision [19]. 

Henriques and colleagues, contribute with a 
smartphone sensing-based system able to predict 
emotional valence states, reinforcing smartphone 
sensing contribution as a tool for a continuous, 
passive, and personalised health check, such as 
emotional disturbances, in spatial and temporal 
context [12].  

Lin et al., propose a deep learning model to 
process multimodal-multisensory bio-signals for 
affect recognition, showing significant 
improvement compared to the state of the art [17].  

Atzmueller outlines first perspectives on 
designing computational methods taking into 
account cognitive, human–machine, and 
computational requirements in an integrated way, 
outlaying and discussing important concepts of 
transparent, interpretable, and explainable 
analytics social interactions [2]. 

Ming et al., using ProSeNet (Prototype 
Sequence Network), demonstrate that 
involvements of domain users can help obtain 
more interpretable models with concise 
prototypes while retaining similar accuracy  [22]. 

Schuller sustains that automatic recognition of 
emotion is essentially a pattern recognition 
problem and that such problems are usually 
solved by some sort of (statistical) ML. This 
author argue that technical solutions towards 
measurement of uncertainty in automatic emotion 
recognition exist but need to be extended to 
respect a range of so far underrepresented 
sources of uncertainty [29].  

Again, Weitz and colleagues applied XAI to 
explain how a deep neural network distinguishes 
facial expressions of pain from facial expressions 
of emotions such as happiness and disgust  [36].  

Silveira et al., propose a framework to verify if 
predictions produced by a trained Aspect-based 
model can be used to explain Document-level 
Sentiment classifications, by calculating an 
agreement metric between the two models [31]. 

In 2020, Bodría and colleagues concluded that 
many XAI techniques can be applied to the field 
of Natural Language Processing (NLP) to 
understand better the sentiment classification 
process (and other NLP tasks in general, 
however, it is an area in its infancy and where 
there is much room for improvement [4].  

Kumar and colleagues formalise the 
requirements of trustworthy AI systems through 
an ethics perspective, focusing on the aspects 
that can be integrated into the design and 
development of AI systems [15].  

Marzban and Crick train a convolutional model 
on textual data and analyse the global logic of the 
model by studying its filter values, identifying the 
most important words in corpus removing 
95%  [18].  

Their results suggest that trained on just the 
5% most important words can achieve the same 
performance as the original model while reducing 
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training time by more than half, improving by 
finding blind spots and biases. 

Wu and colleagues present a review of the hot 
topics of distributed linguistic representations in 
decision making, including the taxonomy of 
distributed linguistic representations, the key 
elements in distributed linguistic decision making, 
and some challenges and future research 
directions from the perspective of data science 
and XAI [38].  

Cirqueira et al., develop an Explainable 
Sentiment Analysis (XSA) application for Twitter 
data and propose research propositions focused 
on evaluating such application in a hypothetical 
crisis management scenario [5].  

Finally, Mikołajczyk and colleagues argue that 
bias in data is defined as any trend or deviation 
from the truth in data collection that can lead to 
false conclusions and might cause 
misinterpretation not only for highly data-
dependable deep learning models but also for 
human experts, which makes identifying and 
avoiding bias in the research a long-standing 
topic in general. However, in practice, it is 
impossible to gather all possible cases from the 
whole population  [21].  

Our analysis shows that there is a lack of 
studies in the state of the art of XAI application in 
affective computing, emotion analysis, and 
sentiment analysis. For this reason, the following 
section presents an EXAI framework to determine 
the affective state of autonomous entities. 

4 Revisiting Personality and Emotion 
Models towards Emotion-aware XAI 

This section aims to continue the approach of 
Kaptein et al [14], presenting a framework based 
on personality, emotion, and mood to explain 
autonomous entities behaviour through EXAI. 

4.1 Personality Models 

The study of emotions and sentiments can be 
approached from two major and complementary 
perspectives [8, 27, 28, 30]. First, from 
neuroscience, analysing personality and emotion 
models that explain the behaviour of human 
beings. Second, from AI, specifically from the 

areas of affective computing, emotion analysis, 
and sentiment analysis, in which formal and 
mathematical models map into personality, 
emotions, and sentiments.  

In "The Expression of Emotions," Darwin 
suggests that many human emotions are 
"vestiges," as they once had some function in our 
evolutionary past [7]. Emotions can be 
understood as switches in the treatment of 
information and can be classified according to the 
architectural location of the information that 
triggers the mechanism and the resulting 
reorganization of behaviour. The interruptions 
generate emotions on three levels, according to 
the perceived event, for example, if the 
processing is interrupted by an alarm mechanism, 
a reactive process is generated manifesting itself 
in primary emotions.  

On the other hand, if there is deliberative 
processing of information, secondary emotions 
are manifested, and eventually, with the passage 
of time and immersion in the environment, tertiary 
emotions are gradually triggered  [32]. 
Interruptions are clearly adaptative and allow 
responding to urgent needs in real-time as 
required by the environment and personality. 

Personality is the combination of an 
individual’s behaviour, emotion, motivation, and 
the characteristics of an individual thought pattern 
[20]. In the field of personality psychology, one 
perspective states that personality consists of 
three dimensions or super factors [10]. Regarding 
this idea, Eysenck proposes three dimensions of 
personality: extroversion, neuroticism, and 
psychoticism, which are related to the motors of 
behaviour: reproduction, conservation, and self-
defence respectively. Besides, Eysenck added a 
fourth factor: intelligence [10]. Barrick and Mount 
propose a five-dimensional model (Big Five) that 
includes extroversion, anxiety (neuroticism), self-
control or consciousness, hostility/affability, and 
intellect [3]. Another five-dimensional model of 
personality is the OCEAN, conformed by 
openness, conscientiousness, extraversion, 
agreeableness, and neuroticism [1]. 

In 1930 the MMPI model, by its acronym in 
English Minnesota Multiphasic Personality 
Inventory model, was created. MMPI was 
designed to find personality profiles, and it has 
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been one of the most used models to determine 
personality profiles.  

The latest version of this model is the MMPI-2-
RF (restructured), made in 2003 by Tellegen and 
Kaemmer [34] having three validation scales and 
ten basic scales to map a personality profile. 

This model also contains additional scales that 
allow for the generation of better personality 
profiles, making it the best personality evaluator. 

Despite being a rather complicated test at the 
time of its evaluation and interpretation, it is also 
the most valid and reliable. Table 2 shows the ten 
basic scales of the MMPI-2 RF model. 

4.2 Emotional Frameworks 

Several psychological models allow the 
representation of emotions, such as the double 
dimensional representation of the affective state, 
in which emotions are shown simply, this model 
describes emotions universally and 
unambiguously [33]. Emotions are classified from 
positive to negative and vary depending on levels 
of arousal. Roseman proposes a cognitive model 
that consists of categorizing the appreciations that 
people make, as positive or negative, towards the 
events that cause emotions.  

This model does not respond to complex 
situations that are classified as certain, uncertain, 
and unexpected [26]. 

Ortony, Clore, and Collins grouped emotions 
considering that communication is an essential 
part of the same emotion, if a person is unable to 
communicate emotions, he/her is considered to 
lose their empathy. This model (OCC) specifies 
22 emotional categories, including consequences 
of events, actions, and reactions to objects [25]. 
Finally, Ekman proposes six basic emotions: joy, 
fear, sadness, disgust, anger, and surprise, which 
are widely used, with other similar models, in 
affective computing, emotion analysis, sentiment 
analysis, and lexicons [9]. 

4.3 Personality, Emotion, and Mood 
Framework 

AI and neuroscience have meant that personality 
and emotion models can be adapted to generate 
an approach to human behaviour in controlled 
environments or unique cases [23]. The empirical 
results of these approaches show that the 
inclusion of an emotional influence in the 
reasoning model helps to explain and better 
understand the behaviours observed in reality, 

Table 2. Primary scales of MMPI-2 RF model 

Scales Variables Description 

Hypochondriasis Hs Person's perception of their health or illnesses 

Depression D Person's level of discouragement or motivation. 

Hysteria Hy Person's degree of emotionality or excitement. 

Psychopathic deviation Pd Person's need for control or rebellion against control 

Masculinity/ Femininity MF 
The stereotype of a person by indicating how to compare 
men and women 

Paranoia Pa Degree of disturbance of looking at an idea in or out of reality 

Psychasthenia Pt Someone that lives with or without unresolved problems 

Schizophrenia Sc 
Person's ability to have original or unique thoughts and 
whether they can get out of it 

Hypomania Ma Person's psychic energy 

Social Introversion Si The pleasure of being surrounded by more people 
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allowing the generation of emotionally oriented 
architectures [13]. Egges, Kshirsagar, and 
Magnenat-Thalmann [8] proposed a model of 
personality and emotion (PE model), integrating 
the OCEAN and the OCC models. Egges et al. 
developed a mathematical model that allows 
mapping the personality and emotional states of 
the individual I in time 𝒕  to real values, see 
Eq. (1): 

𝐼𝑡  =  (𝑝, 𝑒𝑡), (1) 

where: 

𝑰𝒕: entity that represents the individual in time t. 

𝒑: personality vector of the individual (n-

dimensions), initialized to 𝟎  in 𝒕 =  0. 
𝒆𝒕: vector that contains all the emotional 
dimensions that vary over time (m-dimensions). 

In such a way that Eq. (2) is defined as: 

𝑝𝑇 =  (𝛼1, 𝛼2, 𝛼3, ⋯ , 𝛼𝑖) , 𝑖 𝜖 [1, 𝑛] ∶ 𝛼𝑖  𝜖 [0, 1] , (2) 

where 𝛼𝑖  is the i-th value for the personality vector 
and Eq. (3) as: 

𝒆𝑡
𝑇 = {

(𝛽1, 𝛽2, 𝛽3,⋯ , 𝛽𝑗) , 𝑗 𝜖 [1,𝑚] ∶ 𝛽𝑗  𝜖 [0, 1]    𝑖𝑓 𝒕 > 0,

𝟎                                                                              𝑖𝑓 𝒕 = 0,
 (3) 

where 𝛽𝑗  is the j-th value for the emotion vector 

within the model a history of all emotional states 
is stored, which is a vector of all ei, see Eq. (4): 

𝜔𝑡 =  (𝑒0, 𝑒1, 𝑒2, ⋯ 𝑒𝑡), (4) 

this array is called the emotional history (𝝎𝑡). 

To determine the initial influence of the 
personality on the emotions is defined the matrix 
𝑷𝟎 (of 𝒎× 𝒏  dimensions), in which each value 
indicates how each personality factor influences 
each emotion, 𝒎 is the number of emotions, and 

𝒏 is the number of samples. The product of the 

matrix 𝑷𝟎 with the personality vector p, results in 

the vector 𝒖. It contains the result of the 
personality influence on each emotion, generated 
in time 𝒕, see Eq. (5): 

𝑢 = 𝑃0 ⋅ 𝑝 = [

𝜖1
⋮
𝜖𝑚
] . (5) 

Based on the vector 𝒖 and with the aim to 
normalize the data obtained, the matrix 𝑷 is 

defined, which contains all the values of 𝒖 in its 
diagonal, see Eq. (6): 

𝑃 =  [
𝜀1 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝜖𝑛

] . (6) 

In this manner the product of this matrix by the 
influence of emotion (𝒂) results in the change of 
the emotional state, see Eq. (7): 

𝛹𝑒(𝑝, 𝜔𝑡 , 𝑎) = 𝑃 ⋅ 𝑎 . (7) 

Decay of the emotional state is a decrease in 
the emotional threshold, as a result of emotional 
deterioration over time, represented by a small 
change in an emotional state, as shown Eq. (8): 

𝛺𝑒(𝑝, 𝜔𝑡) = [
−𝐶𝑒
⋮

−𝐶𝑒

] . (8) 

Normally the decay (𝐶𝑒) is a small value close 
to 0.01 [8, 23]. 

Finally, the emotional state (𝒆𝑡+1) depends 
recursively on the former emotional state (𝒆𝑡), the 

personality (p), of the emotional history (t) and of 
the emotional influence (a) [1, 6, 24], see Eq. (9): 

𝑒𝑡+1 = 𝑒𝑡 +𝛹𝑒(𝑝, 𝜔𝑡 , 𝑎) + 𝛺𝑒(𝑝, 𝜔𝑡) , (9) 

where 𝜳𝒆(𝒑,𝝎𝑡 , 𝒂) is the update of emotional 
state, 𝜴𝒆(𝒑,𝝎𝑡) is the internal change (decay of 
the emotional state), a is a vector that contains 
the values that indicate how each personality 
dimension affects the emotions. 

Adding mood to the model (𝒎𝑡), the emotional 

state (𝛹𝑒(𝒑,𝝎𝑡 , 𝒂)) changes, modelling more 
realistic behaviours [1, 6, 24]. Similar to the 
change in emotional state, the mood can be 
updated over time depending on the event in 
which the individual is immersed. The updating of 
the mood is very similar to the emotional state 
update and is defined by the Eq. (10): 

𝑚𝑡+1 = 𝑚𝑡 +𝛹𝑚(𝑝,𝜔𝑡 , 𝜎𝑡, 𝑎) + 𝛺𝑒(𝑝, 𝜔𝑡 , 𝜎𝑡) , (10) 
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where 𝝈𝑡 is an array that contains the history of all 
mood states. 

An emotion is an alteration by a shock or 
impulse in the brain caused by impressions of 
senses, ideas, or memories.  

In this case, the personality and the event are 
important factors that will generate diversity in the 
emotional states for each profile, resulting in 
sentiments of anger, fear, disgust, surprise, joy, 
sadness, or some other kinds of emotions.  

Thus, a generalisation of the modelling of the 
emotional state at time 𝒕, is given by Eq. (11): 

𝑒𝑡 =

{
 
 

 
 

[
 
 
 
 
𝛽1
𝛽2
𝛽3
⋮
𝛽𝑟]
 
 
 
 

 , 𝑗 𝜖 [1, 𝑟] ∶ 𝛽𝑗  𝜖 [−1, 1]    𝑖𝑓 𝑡 > 0,

 0                                                   𝑖𝑓 𝑡 = 0 .

 (11) 

For the Ekman model [9], with six emotions, 
the emotional state vector have six emotions and 
is made up of scales of anger, fear, disgust, 
surprise, joy, sadness. In a similar way, the vector 
of mood in time 𝒕 is generalized, which allows the 
modeling of the emotional state, since it can be 
noticed that depending on the mood a person 
has, the degree or the way of perceiving the 
environment changes, as well as the magnitude 
of individuals’ emotional state, since individuals’ 
emotional state is disturbed [1, 6, 24]. In this way, 
the mood vector is represented by Eq. (12): 

𝑚𝑡 =

{
 
 

 
 

[
 
 
 
 
𝛾1
𝛾2
𝛾3
⋮
𝛾𝑘]
 
 
 
 

 , 𝑙 𝜖 [1, 𝑘] ∶ 𝛾𝑙 𝜖 [−1, 1]    𝑖𝑓 𝑡 > 0,

 0                                                   𝑖𝑓 𝑡 = 0 ,

 (12) 

where the values that take the dimensions of 
mood vary in the range of -1 to 1. 

4.4 Affective State of an Individual 

Based on Egges' work, the authors develop a 
model to describe how the affective state of an 
individual evolves in time as a result of external 
stimuli.  The affective state of an individual at time 
𝒕 (𝑰𝒕(𝒉)) is initially determined by the influence of 
personality and evaluation of the event, 
considering autonomous entities. These two 
factors affect emotional levels (𝒆𝑡), by exposing 
individuals to a similar event in the environment 
(𝒆𝒗𝒆𝒏𝒕), personality (𝒑) influences emotional (𝒆𝑡) 
and mood (𝒎𝑡) levels. Simultaneously, mood (𝒎𝑡) 

affects the emotional levels (𝒆𝑡) of the individual 
generating an affective state at time 𝒕 (𝑰𝒕(𝒉)).  
Recursively, the affective state at time  𝒕 + 𝟏 

(𝑰𝒕+𝟏(𝒉)) depends on the previous affective state 
(𝑰𝒕(𝒉)) and all the factors that modify it: the event, 
the personality, the emotions, and the mood at 
time 𝒕 + 𝟏 (see Figure 1). 

Formally, and based on the framework 
designed by Egges and colleagues [8, 23] and 
based on the personality (𝒑), emotional (𝒆𝑡) and 

mood (𝒎𝑡) scales, the affective state due to an 
event in the environment (𝒆𝒗𝒆𝒏𝒕) of the ℎ − 𝑡ℎ 

individual (𝑰) in time 𝒕 can be defined as a 
function of the following elements, see Eq. (13): 

 

Fig. 1. Affective state update of an individual in time 𝑡 

 

Fig. 2. Affective state framework 
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𝐼𝑡(ℎ) = 𝑓(𝑝, 𝑒𝑡 , 𝑚𝑡, 𝑒𝑣𝑒𝑛𝑡), (13) 

where: 

𝑰𝒕(𝒉): The affective state of the 𝑰𝒕(𝒉) individual in 
time 𝒕. 
𝑓: Function that depends on 𝒑, 𝒆𝑡, 𝒎𝑡, and the 

event for determining de affective state of the ℎ −
𝑡ℎ  individual in time 𝒕 . 
𝒑 : Personality vector of the ℎ − 𝑡ℎ   individual. 

𝒆𝑡: Vector of the emotional state of the ℎ − 𝑡ℎ 

individual in time 𝒕. 
𝒎𝑡,: Vector of the mood of the ℎ − 𝑡ℎ   individual 

in time 𝒕. 
event: The positive or negative evaluation of the 
event that took place in the environment. 

5 Implementation and Formal use 
Cases 

For the implementation of the affective 
framework, and the formal use cases the authors 
decided to use the basic scales of the MMPI-2 RF 
model for personality (𝒏 = 10): see Table 3; the 

Ekman model for emotional states (𝒓 = 6 ): anger, 
fear, disgust, surprise, joy and sadness; two 
dimensions of mood (𝒌 = 2): good mood and bad 

mood applied for 𝒕 = 100 units of time.  
For the tests, eight personality profiles based 

on MMPI-2-RF were designed to generate 
different affective states facing negative events or 
immerse in uncertain contexts (stress, pain, or 
crises) [5].  The goal was to predict how the 
emotional state of an individual change in time 
when he/she is stimulated with an external event 
or stimulus. 

The way individuals perceived events in their 
environment was mapped to numerical values 
between -1 and 1, in this manner, negative values 
represent the result of undergoing events that 
were not very well accepted and positive values 
result from satisfactory events.  

The resulting emotions were mapped to values 
between -1 to 1. Negative values indicate a low 
threshold of the emotion displayed by the 
individual or considerable emotional decay. 

Positive values, close to 1, show that the 
emotion predominates. Values near 0 manifest 
emotional neutrality, these values correspond to 
individuals with stoic personalities. Figure 2 
shows the affective state framework based on the 
personality, emotion, and mood model. 

Table 3. Personality settings used for 

experimentation 

Case Personality Features 

1 
Extroversion 
and high 
femininity 

Tendency to relate to others and 
openly show feelings. High 
physical, psychic, and moral 
expression considered 
characteristic of a woman. 

2 
Medium 
hypomania 

Behavior characterized by an 
expansive, hyperactive, and/or 
irritable mood. 

3 

High 
femininity and 
medium 
psychasthenia 

High physical, psychic, and 
moral expression considered 
characteristic of a woman. 
Personality characterized by 
phobias, obsessions, anguish, 
feeling of strangeness before the 
world or oneself and intellectual 
and social inhibition. 

4 

Medium 
hypochondriac 
and high 
extrovert 

Concern about having an illness. 
Tendency to relate to others and 
openly show feelings. 

5 

High 
depressive 
personality 
and medium 
hypochondriac 

Feelings of constant sadness 
and a loss of interest in different 
activities. Concern about having 
an illness. 

6 
High 
hysterical and 
psychasthenia 

Frequent psychic changes and 
emotional alterations. 
Personality characterized by 
phobias, obsessions, anguish, 
feeling of strangeness before the 
world or oneself, and intellectual 
and social inhibition. 

7 

High 
masculinity, 
extroversion, 
and 
hypomania 
personality 

High physical, psychic, and 
moral expression is considered 
characteristic of a man. 
Tendency to relate to others and 
openly show feelings. Behavior 
characterized by an expansive, 
hyperactive, and/or irritable 
mood. 

8 

High 
hysterical and 
masculine 
personality 

Frequent psychic changes and 
emotional alterations. High 
physical, psychic, and moral 
expression is considered 
characteristic of a man. 
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5.1 Description of Analysed Cases 

The experiments were conducted with eight 
personality profiles settings, shown in Table 3, 
using the proposed model to simulate the 
response or reaction of each individual subjected 
to the influence of a stressful situation [5]. For the 
sake of simplicity and clarity, the values of 
variables of each personality profile are shown in 
the results. 

5.2 Experiments 

Case 1. Extroversion and High Femininity 

Femininity is high as well as extroversion, 
depending on the way the individual is expected 
to react, different values can be modified in order 
to find patterns of behaviour. As can be seen, the 
predominant personality scales are social 
introversion (highly positive) and femininity 
(Figure 3). The emotional evolution does not have 
a considerable alteration of the emotions and 
moods despite the succession of negative events. 

Although significant changes are noticed in 
happiness and sadness, the alteration is easily 
regulated in time; this type of personality may be 
useful by some companies for job profiles in 
which the staff is subject to pressure and stress. 

Case 2. Medium Hypomania 

In this type of personality, significant changes can 
be noticed in the anger and disgust, altering them 
drastically. Good mood and happiness decline 
dramatically, while sadness and surprise are 
regulated in time. The succession of negative 
events is repetitive and increases all the negative 
emotions. The individual ends up in an affective 
state of sadness (Figure 4). 

Case 3. High Femininity and Medium 
Psychasthenia 

Initially, the individual shows significant changes 
in disgust and sadness.  

The positive emotions decline and proliferate 
the negative ones. Another characteristic of this 
type of personality is how surprise evolves being 
the highest in value in the end. This individual is 

surprised after a succession of negative events 
(Figure 5). 

Case 4. Medium Hypochondriac and High 
Extrovert 

Due to the personality of the individual, there are 
significant changes in sadness, disgust, and 
happiness. 

 

Fig. 3. Affective state with an extroverted and high 

feminine personality 

 

Fig. 4. Affective state with medium hypomania 

personality 

 

Fig. 5. Affective state with high femininity and medium 

psychasthenia personality 
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Happiness, surprise, and good mood decline. 
Anger, fear, sadness, and bad mood predominate 
in the affective state. At the end of this formal use 
case analysis, fear and bad mood predominate 
(Figure 6). 

Case 5. High Depressive Personality and 
Medium Hypochondriac 

Figure 7 shows similar behaviour to the medium 
hypochondriacal and high extrovert personality, 

this may mean that hypochondriasis 
predominates over depression and extroversion, 
or that hypochondriasis and depression go hand 
in hand in personality. 

Case 6. High Hysterical and Psychasthenia 

Unlike the hypochondriacal individual where 
sadness is more noticeable than other emotions, 
the hysterical personality individual shows severe 
variations in disgust and sadness. Negative 
emotions predominate and positive emotions 
decline. In the end, the individual’s affective state 
is characterized by surprise, fear, anger, and bad 
mood (Figure 8). 

Case 7. High Masculinity, Extroversion, and 
Hypomania Personality 

Figure 9 shows the personality of a 
hypomaniacal, extravert, but masculine individual. 
Fear and bad mood predominate. Happiness and 
good mood decline. In the end, the individual 
presents an affective state of anger and disgust, 
but with incremental happiness. 

Case 8. High Hysterical and Masculine 
Personality 

The masculinity of the individual defines some 
variations from the hysterical-psychasthenic 
individual. Anger and bad mood predominate. 
Happiness, surprise, and good mood decline. 
However, in the end, the individual is in an 
affective state governed by happiness 
(Figure 10). 

6 Conclusions and Future Work 

This paper analysed the state of the art on the 
XAI applied to affective computing, emotion 
analysis, and sentiment analysis, through existing 
literature in Web of Science, Scopus, and Google 
Scholar. Besides, the authors implemented an 
Emotion-aware Explainable AI framework to 
determine the affective state of individuals in 
contexts of uncertainty, and assessed the 
behaviour of individuals immersed in negative 
situations or events. According to each type of 
personality the affective state of individuals varies 

 

Fig. 6. Affective state with medium hypochondriacal 

and high extrovert personality 

 

Fig. 7. Affective state with a high depressive and 

medium hypochondriac personality 

 

Fig. 8. Affective state with high hysterical and 

psychasthenic personality 
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in different ways. Our contribution is to propose a 
framework to analyse an individual’s emotional 
state change (based on personality, emotion, and 
mood) when stimulated by an external event. 

For the predominantly extroverted personality, 
the author discovered how the positive emotions 
and good mood are increasing, while the negative 
ones along with the bad mood are slowly 
decreasing. For the predominantly optimistic 
personality, the positive emotions and good mood 
increase, and a slight change is noticed in the 
evolution of these emotions, while the negative 
ones and the bad mood decrease rapidly.  For the 
predominantly hypochondriacal personality, 
positive emotions and good moods decline 
rapidly, while negative emotions and bad moods 
increase as rapidly as positive emotions decline. 
This type of behaviour will be called asymptotic 
behaviour based on the evolution of the 
affective state. 

For the predominantly hysterical personality, a 
behaviour similar to hypochondriacal behaviour is 

generated for its negative emotions, although 
sadness increases slowly as positive emotions 
gradually diminish. Despite these findings, some 
personality profiles could present similar affective 
states when exposed to the same critical event. 
Findings also showed significant changes in 
behaviour when the predominant personality 
dimensions vary, and small changes when the 
values are similar. In this manner, that emotions 
can be predicted based on the model proposed 
for the different personality patterns subjected to 
the changes of events in the environment: 
situations of fear, stress, and pressure. 

The affective framework based on personality, 
emotion, and mood allows generating behavioural 
anticipation useful in the detection and 
explainability of what kind of actions a real human 
would carry out in certain situations. New lines of 
research may focus on the experimentation of 
cognitive agents for the human simulation 
behaviour with other cognitive architectures, in 
order to explain the emotion and sentiments 
simulation towards an improved Emotion-aware 
Explainable Artificial Intelligence. 
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