Impact of Aggregation and Compression on Cluster-Based Wireless Sensor Networks
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Abstract. In Wireless Sensor Networks (WSNs), a clustered architecture is generally used to reduce energy consumption irrespectively of the application of the system. We prove in this work that, a clustered network only reduces energy consumption if aggregation or compression functions are enabled. Furthermore, a clustered network would consume much more energy if clustering techniques without the use of aggregation/compression (or a low aggregation coefficient) due to the extra consumption in the cluster formation phase. As an additional feature, a general energy consumption model based on the notion of energy units is developed that can be easily extrapolated to either theoretical or experimental values. Hence, the proposed analytical framework is valid for any commercial node or energy consumption model.
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1 Introduction

Nodes in a Wireless Sensor Network (WSN), are limited in resources, processing, and usually battery powered. As such, the operations they can perform are also limited and the system lifetime becomes a major performance metric to consider in the design of the network. To increase the system lifetime, clustering algorithms are usually implemented where nearby nodes are grouped to reduce the communication range of nodes, effectively reducing energy consumption.

Clustering schemes have two phases: a) Cluster Formation (CF) phase where nodes transmit a small packet to participate in the data reporting (usually using a random access protocol where collisions are possible and highly probable at the beginning of this phase) and b) Steady State (SS) phase where nodes are identified and assigned to specific clusters. In this phase, nodes in each cluster are assigned a specific schedule to orderly transmit their data to the cluster head in a collision-free manner. The time required for all CMs to transmit their data to their respective CH is called a frame.

For each cluster, a node is selected to become a cluster head (CH) while the rest of the nodes in that group become cluster members (CM). Cluster members transmit to the cluster head, which is typically closer than the sink node and consequently the power used to reach a CH is typically lower than the power used to reach the sink (the term typically is used since not all clustering algorithms guarantee such uniform CH distribution or not always).

The cluster heads then transmit the gathered information to the sink node. Hence only a few long-range (high energetic) transmissions are made compared to a non-clustered network.
where all nodes have to transmit their data using long-range transmissions.

Since CHs consume more energy than CMs, this role is re-assigned periodically in order to uniformly distribute the energy across the system. This time is commonly referred to as a round. In many works, the use of such clustered architectures is straightforward by assuming that energy consumption would be lower than in a non-clustered WSN irrespective of the aggregation/compression functions [1, 2, 3, 6-8]. Some works use aggregation or compression as an additional technique to further reduce energy without explicitly acknowledging that with no aggregation or compression, the cluster technique cannot reduce energy by itself [4, 5]. Indeed, many of these works overlook the use of aggregation or compression by either assuming high aggregation capabilities or by simply ignoring if these capabilities can even be used. Rather, these works usually focus on the adequate selection for the nodes that can act as cluster heads at certain periods or the best procedure to form the clusters, among other open issues in this research area.

Aggregation functions are simple operations that the cluster head can perform such as obtaining the maximum or minimum values in the cluster or obtaining the average value among other possible operations [9, 10]. It is common to consider that the cluster head only transmits a single packet to the sink that comprises all the information produced in the cluster. Compression, on the other hand, is related to the set of operations that reduce or eliminate redundancy in the packets reducing also the packet size [11, 12, 13]. Hence, in this case, the cluster head sends a long packet to the sink, but shorter than the concatenation of the packets form all the CMs. Aggregation and compression can be used simultaneously in some applications.

Building on this, we intend to prove in this work that using clustering irrespective of the level of aggregation or compression is not efficient since in the SS, energy consumption per frame is very close to the case of direct transmissions to the sink, but adding the energy used to form clusters, the clustered architecture is by far much higher than the non-clustered case.

Furthermore, there are applications where aggregation cannot be used. For instance, consider the case where nodes are sending audio, video, or photographs. Then, the cluster heads that receive these files, cannot obtain the maximum, minimum, or average value of photographs or videos. Compression can be performed, but surely, the packet that the CHs transmit to the sink would be much higher than a single packet, commonly considered in cluster-based WSNs. Clustering, however, has many other benefits besides energy reduction, such as, scalability, fault tolerance, and load balancing, among others.

In this work, we focus on continuous monitoring WSNs, where all nodes transmit their data to their respective CH in each frame. As such, the energy consumption calculated in the following section is per frame, i.e., once the clusters are formed and the system is in the SS phase. Additionally, we assume that all nodes can reach the sink in a single transmission. Then, the surveilled area is restricted to applications where commercial nodes have a practical range to reach the sink node. For applications where the communication range to reach the sink node is not possible in a single hop, a multihop scheme should be considered which we believe falls outside the scope of this work since specific routing protocols have to be considered and each of these protocols has their particular functions and capabilities.

To this end, the analytical model is first described in detail. Then, we propose to use energy units that normalize the energy of any consumption model or even practical measurements without modifying the analytical framework presented in this paper. Then relevant numerical results are shown to prove that clustering per-se does not reduce energy compared to direct transmissions to the sink, unless some level of aggregation and compression is used.

**2 Mathematical Model and Results**

In the cluster formation phase, where all nodes have to send a short packet (mainly its ID and other relevant information such as energy level, and position among others) there is no aggregation
process. As such, only the steady-state is relevant for the purpose of this paper.

In this work, an energy consumption model based on energy units is developed. These energy units can be easily converted into joules watts or any other unit required according to the commercial devices or the analytical model considered for each particular case. Specifically, it is assumed that:

— The energy consumed to transmit a packet inside a cluster is \( E_{Tx}^{ss} \) energy units.

— A packet reception inside the cluster consumes \( E_{Rs}^{ss} \) energy units.

— Nodes in the sleep mode, or low energy consumption mode, consume \( E_{sleep} \) energy units per time slot.

— Finally, the transmission of a packet from a cluster head to the sink consumes \( E_{CH-Sink}^{Tx} \) energy units.

Building on this, the energy consumed in a frame, \( E_f \), i.e., the period where all the cluster members send their data to its assigned cluster head can be expressed as follows:

\[
E_f = \left[ E_{Tx}^{ss} + E_{Rs}^{ss} + \left( E_{sleep} \times (N_{CM} - 1) \right) \right] N_{CM}. \quad (1)
\]

In this expression we can see that in each time slot, the corresponding CM sends its data, consuming \( E_{Tx}^{ss} \) energy units, the CH that receives this packet consumes \( E_{Rs}^{ss} \) energy units and the rest of the nodes \( (N_{CM} - 1) \) nodes consume \( E_{sleep} \) energy units. All cluster members transmit its packet in each frame.

Then, the cluster head forms the packet to be transmitted to the sink and consumes energy as follows:

\[
E_s = \left[ E_{CH-Sink}^{Tx} + \left( E_{sleep} \times N_{CM} \right) \right] N_{CH}. \quad (2)
\]

Indeed, each CH consumes the energy to transmit the packet while the rest of the nodes remain in the sleep mode. Note that the energy consumed by the sink is not considered since we assume that the sink is located in a strategic location with access to an electric outlet.

The total energy consumed by frame is then:

\[
E_{total} = E_f + E_s. \quad (3)
\]

Note that the aggregation and/or compression procedure is performed by the cluster head before transmitting the information that contains all the information of the cluster to the sink. Indeed, if the cluster head performs neither aggregation nor compression, then it has to transmit the complete packet from each of its cluster members including its packet to the sink.

On the other hand, if the cluster head performs a high amount of aggregation or compression or both, then the cluster head can send a single packet that encompasses all the relevant data from the cluster. To study the impact of the aggregation and compression the parameter \( Agg \ (0 \leq Agg \leq 1) \) is added to account for the level of compression or aggregation performed in the system as follows:

\[
E_{CH-Sink}^{Tx} = Agg \times P_f \times (N_{CM} + 1) \times E_{bit}, \quad (4)
\]

where \( P_f \) is the number of bits per packet and \( E_{bit} \) is the energy required to transmit a single bit from any node in the system to the sink. Note that, when no aggregation or compression is performed, \( Agg = 1 \). Conversely, when a high level of aggregation/compression is performed by the cluster heads, then \( Agg < 1 \). For the particular case when a single packet is transmitted, i.e., all information form the cluster members and the cluster head is encompassed in a single packet, then, \( Agg = \frac{1}{N_{CM}+1} \).

Now, we illustrate the flexibility of the proposed mathematical analysis by considering the energy consumption model presented in [9]. Here, the authors consider that for each transmitted bit, there are two main energy consumption sources: The first one, \( E_{elec} \), is due to the electronic circuits of the node and the second one, \( E_{amp} \), is due to the communication system. The latter includes the use of the amplifier, coding and modulation functions among others, and the former includes the use of memory and processing functions. Hence, the energy consumption for each packet transmitted is given as follows:

\[
E_{tx}(d, P_f) = (E_{elec} \times P_f) + [E_{amp} \times P_f \times (d^d)], \quad (5)
\]
Table 1. System Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of bits per packet ($P_f$)</td>
<td>120 bits</td>
</tr>
<tr>
<td>Energy to power the electronic circuits per bit ($E_{elec}$)</td>
<td>$50 \times 10^{-9}$ [J]</td>
</tr>
<tr>
<td>Energy to transmit a bit ($E_{amp}$)</td>
<td>$100 \times 10^{-12}$ [J]</td>
</tr>
<tr>
<td>Energy to transmit a packet inside the cluster</td>
<td>1 energy unit</td>
</tr>
<tr>
<td>Energy to receive a packet inside the cluster</td>
<td>0.83 energy units</td>
</tr>
<tr>
<td>Energy to transmit a packet to the sink</td>
<td>5625.8 energy units</td>
</tr>
<tr>
<td>Energy in sleep mode ($E_{sleep}$)</td>
<td>0.01 energy units</td>
</tr>
<tr>
<td>Communication range inside a cluster ($d_c$)</td>
<td>10 meters</td>
</tr>
<tr>
<td>Communication range to reach the sink node ($d_n$)</td>
<td>150 meters</td>
</tr>
</tbody>
</table>

where $d$ is the communication range, i.e., the distance between the transmitter and the receiver, and $l$ is the path loss coefficient. Without loss of generality, we consider that $l = 2$ for in-cluster communications where small communication distances occur ($d_c = 10$ meters) while $l = 4$ for long-range communication distances in the case of transmissions to the sink ($d_n = 150$ meters).

Note that the exact values of $l$ depend on the height of the antennas, the characteristics of the terrain, the height were the sink and the nodes are placed among many other parameters, the interested reader can read [14] for further details. For the reception process, the amplification power does not depends on the communication range. As such, a packet reception consumes the following energy:

$$E_{rx}(P_f) = (E_{elec} * P_f). \quad (6)$$

Building on this, we can now calculate the energy units used in (3) and (2) by normalizing to the energy consumed to send a bit inside the cluster (normalizing to any other parameter is also possible and would render the same results) as follows:

— The energy consumed to transmit a single bit inside a cluster (a cluster member communicating to its cluster head) is considered to be 1 energy units ($E_{SS}^{TX} = \frac{E_{rx}(d_c,P_f)}{E_{rx}(d_c,P_f)}$),

— The energy to receive a packet inside a cluster is 0.83 energy units ($E_{SS}^{RX} = \frac{E_{rx}(P_f)}{E_{rx}(d_c,P_f)}$),

— The energy to transmit a packet from any node to the sink is 5625.8 energy units ($E_{sink}^{bit} = \frac{E_{rx}(d_n,P_f)}{E_{rx}(d_n,P_f)}$).

It is important to note the flexibility of the energy consumption model proposed in (3) and (2) using energy units. For illustration purposes, we considered the model used in [9]. However, any other analytical model could have been used instead. Furthermore, practical measurements or commercial devices could have been easily used instead.

Indeed, by measuring the energy consumption in the transmission of a bit in a practical setting, or by considering the datasheets of a commercial node, it is straightforward to compute the energy values calculated above. In this work, the energy consumption in the sleep mode was calculated through multiple experiments using a Raspberry II node in the laboratory and then by normalizing the practical value by the energy to transmit inside a cluster, as explained above.

From this, it is now clear the benefits of the proposed energy consumption model based on energy units, where any other theoretical or experimental value can easily be introduced without modifying the proposed framework for calculating energy consumption per frame. Specifically, equations (2)-(6) are valid for any other device that consumes different amounts of energy or even considering more complex theoretical models that consider more variables, such as obstacles the height of the antennas, or obstacles in the communication trajectory for example.
As expected, the energy required to transmit a packet inside a cluster is lower than the energy required to receive a packet and considerably lower than the energy required to transmit a packet to the sink. In fact, this is the rationale for using a clustered architecture. However, it is a general conception that clustering by itself can reduce energy. In contrast, we argue in this work that, clustering does not reduce energy consumption if no aggregation or compression is used. Indeed, as we show later in this section, a cluster-based WSN with no aggregation/compression, with the conditions assumed in this work, consumes basically the same amount of energy than a non-clustered WSN where nodes transmit directly to the sink. To prove this statement, let us first derive the energy consumption in such non-clustered WSN.

For the WSN with $N$ nodes where no clustering is used, all nodes orderly transmit directly to the sink node. The aforementioned schedule can be provided by the sink at the beginning of the system operation just like the cluster heads assign the schedule to their cluster members at the beginning of the round.

Fig. 1. Energy Consumption (Energy Units) per Frame for Different Number of Nodes and Aggregation Factor

Note that no aggregation can be done in this case, then, all the $N$ nodes transmit their complete packet to the sink. As such, the energy consumption per frame can be calculated as:

$$E_{NC} = N \cdot Pf \cdot E_{sink}^{bit}.$$  

(7)

For the next numerical results, the parameters shown in Table I were considered. Also, an ideal distribution of the cluster heads is assumed such that all clusters have the same number of cluster members. Many clustering algorithms that aim at providing such uniform distribution are found in the literature [1]. Considering a uniform CH distribution corresponds to the best-case scenario where the energy used for communications inside the clusters is minimized. For clustering schemes where this uniform distribution is not considered, the energy consumption would be higher. Hence, if there are $N_{CH}$ clusters in the system, then each cluster has $N/N_{CH}$.

Now, the energy consumption per frame for different number of nodes, aggregation factor, and the number of clusters is shown in Figs. 1 and 2 respectively. For the later, the number of nodes is fixed to 50, and for the former, the number of clusters is fixed to 3. From these results, it is clear that as the aggregation factor decreases (high amount of aggregation or compression), the energy consumption decreases drastically in
the clustered architecture. However, when no aggregation or compression is used, i.e., the cluster heads send all the complete packets of their cluster members to the sink, the energy consumption is very close, or even higher than the non-clustered network. And the highest amount of energy reduction occurs for high aggregation factors, which led us to believe that the benefits of clustering are the possibility to perform aggregation or compression but not the clustering per se.

As such, in applications where no aggregation is allowed, i.e., the network administrator needs to obtain the complete values of all nodes in the system, the use of a clustered architecture is not advised or justified and even counter-advised since much energy is consumed in the cluster formation process.

Other relevant results are that the number of clusters where the system consumes the highest energy levels is 4, for all the configurations considered. And as expected, energy consumption increases when the number of nodes increases.

3 Conclusion

In this letter, the impact of the aggregation/compression in cluster-based WSNs is investigated. Through a simple mathematical analysis, it is proven that clustering in WSNs does not reduce energy consumption unless aggregation/compression capabilities are enabled at the cluster heads. Then, for certain applications where no aggregation is possible, for instance, if nodes are required to send photographs or video files to the sink, and obtaining the minimum, maximum, average or other similar parameter is not straightforward, then using a clustered structure does not provide any direct benefit in terms of energy reduction.

Conversely, for applications such as temperature, humidity, and pollution monitoring, among many others, it is clear that the cluster heads can easily obtain relevant information by enabling aggregation functions. Furthermore, high aggregation coefficients can be applied, obtaining and important energy reduction by using a clustered network.
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