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Abstract. Machine learning (ML) techniques have been
used to classify cancer types to support physicians
in the diagnosis of a disease. Usually, these
models are based on structured data obtained from
clinical databases. However valuable information
given as clinical notes included in patient records
are not used frequently. In this paper, an approach
to obtain information from clinical notes, based on
Natural Language Processing techniques and Paragraph
Vectors algorithm is presented. Moreover, Machine
Learning models for classification of liver, breast and
lung cancer patients are used. Also, a comparison
and evaluation process of chosen ML models with
varying parameters were conducted to obtain the best
one. The ML algorithms chosen are Support Vector
Machines (SVM) and Multi-Layer Perceptron (MLP).
Results obtained are promising and they show the
best model for classification is the MLP model with a
precision 0.89 and f1-score 0.87, although the difference
in precision between models is minimal (0.02).

Keywords. Machine learning, natural language pro-
cessing, cancer classification, support vector machines,
neural networks, unstructured data.

1 Introduction

Cancer is one of the main causes of deaths in
the world and is estimated that will become the
most important barrier to overcome to extend the
lifespan of people [2]. This disease is defined as an
uncontrolled growth of cells that can invade nearby
tissue [15].

One of the sub-types of cancer that has the
most incidence in the developed world is the

breast cancer. Lower breast cancer mortality rates
can be archived thanks to early diagnosis and
detection. Another sub-type of cancer that has
a high incidence rate is Lung Cancer. This type
of cancer accounts for 18.4 percent of deaths,
and early diagnosis can also drop its mortality
rate. Liver cancer represents the 8.2 percent in
mortality, thus, early diagnosis of the disease will
have a high impact in the outcome for an opportune
treatment [2].

Much of the information used by physicians
to diagnose cancer comes from clinical data,
which is being generated by computer information
systems. This information can be either values
from laboratory test reported by diagnosis tools
or clinical notes written as a free-text document.
Moreover, machine learning models can exploit the
information for analysis and classification tasks. To
be specific, physicians can use this classification
as support to improve diagnosis.

Machine Learning is a method of data analysis
that automates analytical model building, where
the model can learn from experience to improve
its performance. The model can be adopted
for several tasks, one of which is classification
and prediction of new examples(cases). For this
reason, machine learning techniques has been
used to classify cancer in distinct studies.

This is done to support physicians to improve
the accuracy of the diagnosis to lower the mortality
rates; however, in the majority of work done, the
data used for training the model are structured,
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without taking into account the free-text notes
written by physicians.

Natural Language Processing is an application
area that explores how computers can be utilized
to understand and manipulate natural language,
for example extracting meaningful information from
free-text notes.Different analysis tasks can be done
when working with NLP, the more commonly used
for ML tasks are lexical and syntactic analysis.
Lexical analysis emphasis on the interpretation
of individual meaning of words while syntactic
analysis emphasis on grammatical structure of
sentences.

With both types of analysis a technique for
free-text processing can be used to extract
meaningful information in documents, this is known
as knowledge extraction. Therefore, applying
knowledge extraction in clinical notes, and using
this information as input data for the machine
learning model creation, can help to exploit a
broader set of data contained in patients health
records. The obtained model subsequently can
be employed by physicians as supplementary
information to help improve diagnosis and outcome
of patients with breast, lung and liver cancer.

The rest of this paper is organized as follows.
Section 2 presents the related work about machine
learning approaches and text classification for
support in clinical decisions making. In Section
3, our proposed approach is presented. This
approach uses machine learning techniques for
classifying cancer based on clinical notes with
Natural Language Processing (NLP). Section 4
exposes experimental settings and the results
obtained by using a well-known clinical database,
also a comparison of two machine learning models
is presented. Finally, in Section 5, the conclusions
and future work of this paper are presented.

2 Related Work

Classification with machine learning techniques
has been widely applied to cancer types. The
prediction of metastasis and survival of breast
cancer is presented in [20]. In their work,
the authors used six different machine learning
techniques to compare the performance in
classification as alive or death patients and the

presence or absence of metastasis. The authors
used NB, SVM Least-square SVM (LSSVM),
Adabag and Logistic Regression (LR).

Similarly, in [14], the survivability classification
of breast cancer is addressed. The authors
used machine learning algorithms to classify
breast cancer patients as alive or death. The
algorithms used for classification were NB, RF,
KNN, AdaBoost, SVM, RBFN and Multilayer
Perceptron (MLP). The work done in [5] address
the early diagnosis of breast cancer using machine
learning algorithms. The algorithms implemented
in this study are DT, RF and SVM.

In [11], the authors predict the outcome of
patients with lung cancer, using machine learning
techniques.The machine learning algorithm used
are LR, DT, RF, Generalized Boosting Machines
(GBM), SVM and a custom method which
combines all algorithms used in a vote scheme.

Prediction of mortality caused by radical cys-
tectomy is presented in [21]. The machine
learning for and Back-propagation Networks
(BPN) Radial Basis Function Network (RBFN)
Extreme Learning Machine (ELM) Regularized
ELM (RELM), K-Nearest Neighbour (KNN) and NB.

Information extraction from clinical free-text
notes is used for diverse classification tasks,
data analysis and data mining tasks. In [16],
clinical data analysis for correlating mammography
and pathology findings is presented. The
authors used an enterprise database to obtain
mammogram readings and its corresponding
pathology reports. Next they developed an NLP
algorithm to automatically extract mammographic
and pathological findings from free text. The
correlation from these two data sources was
used to extract information about the breast
cancer sub-type.

Another study about breast cancer is presented
in [1]. The authors designed a pipeline to predict
the probability of malignancy based on analysis
of mammographic reports. The pipeline consisted
in NLP analysis to extract characteristics from the
reports, then used as input variables to a Bayesian
Network which provides the probability in a report
of being malignant.

In [9], the authors exploit the information
contained in death certificates to automatically
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extract information of cancer sub-type (common
and rare) to create statistics. In this work, the
author employed two techniques for classification
of cancer sub-types which were Support Vector
Machines (SVM) and a rule based approach. The
pipeline followed consisted in extracting detailed
features with NLP (n-grams, SNOMED CT codes
and ICD-O properties). Then this information was
used as input variables for SVM and the rule-based
approach to classify the reports in ICD-10 codes.

Electronic Health Records (EHR) contains a
large amount of data which can be exploited
and mined for distinct types of analysis. In [8],
the authors address the problem of high cost of
lung cancer treatment, derived from unnecessary
visits to ER and unscheduled appointments. The
analysis is developed from transcripts of a service
of Thelehealthcare Phone Service (TPS) attended
by oncology nurses, located at the medical
oncology clinic and EHR from patients.Through
NLP the authors extract meaningful information
and stores it in a relational database, this
information is then used to perform statistical
analysis to profile the patients who employ the
TPS service.

In [7], the authors’ goal is to develop a system
that can automatically classify radiology reports.
The pipeline followed by the authors is NLP
information extraction from CT reports. The
information is then used by machine learning
classifiers, which Naive Bayes (NB) and Desition
Trees (DT).

The current paper presents a supervised
classification of clinical reports as a free-text
representation of liver, breast and lung cancer.
The process includes the pre-processing of clinical
reports, information extraction and vector space
representation of the documents. These will be
used by a supervised machine learning algorithm
to classify a particular document between the types
of cancer mentioned.

3 Proposed Approach

We propose a pipeline for information extraction
from clinical notes using Natural Language
Processing (NLP) techniques, as presented in
Figure 1. Initially, we extract clinical notes from

patients with breast, lung or liver cancer. Next, the
notes are used in the NLP pipeline to transform
them into a vector space representation. After,
we use these vectors as machine learning model
inputs to train them for classification. Finally, based
on the evaluation and scoring of these models, we
select the best one for this classification task.

For vector space representation we used
the Paragraph Vectors model. Also, the
machine learning algorithms chosen to create
the models are Support Vector Machines (SVM)
and Multi-Layer Perceptron. The dl4j API [4]
for Java was used for implementation of the
Paragraph Vectors algorithm, and scikit-learn [17]
for classification algorithms.

Natural Language Processing pipeline used in
our proposed approach for transforming raw text
into cleaned text is depicted below.

3.1 Text Pre-Processing, Tokenization,
Lemmatization and Lexicon Creation

Clinical notes written by physicians have the
evolution, interpretation of lab tests, evaluation and
diagnosis of patients. These notes are written
as free-text notes that can be considered as
unstructured data to work with. The text contained
in these notes contains valuable information for
classification task, but can, in addition, contain
”garbage” text that does not contain significant
information. Because of this, a procedure to
”clean” the text of this unnecessary information has
to be done.

At the beginning, a decision is made about what
characters does not give meaningful information to
the analysis, then these characters are removed
from the text. They can be special characters;
i.e. (& % $), punctuation signs (although, in this
work, the comma and point remain in the text for
sentence boundary detection), etc.

Then, the texts are divided by white spaces to
obtain individual words in each sentence called
token. These tokens are then ”lemmatized” to
bring each individual word to its base dictionary
representation. With each lemmatized token, the
process to eliminate stop-words is done.

These words are considered useless in the
context of a given task.
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Fig. 1. Proposed approach for cancer type classification using free-text clinical notes

The mentioned process is performed to all of the
documents considered for the classification task.
In this case, all the clinical notes considered for the
patients that presents lung, breast and liver cancer.

When all documents have been pre-processed,
the distinct tokens are considered for the lexicon
creation. The lexicon contains the unique words
that appear in all the documents and is used for
the following task in the pipeline, which is the
vector space representation. This, along with the
vector space representation, corresponds to the
NLP pipeline in Figure 1.

3.2 Vector Space Representation

The representation of a set of documents as
vectors in a common space is known as the vector
space model. Many machine learning models used
for classification require that input are encoded
in a fixed-length vector. One of the most used
fixed-length vector representation of text is the
Bag-of-Words(BoW) model.

The BoW model produces a representation of
the occurrence of a word within a document using
a lexicon for the unique words in the corpus and
weights each word for all the documents in the
corpus. The problem for this representation is that
doesn’t take into account the ordering or meaning
of words. In recent years a new model was
proposed to represent variable-length text seen as

Paragraphs [10], this approach was partially based
on the Word2Vec model for representing words
[12]. The Paragraph Vector approach is based on
learning the vector representation of words and an
additional matrix in which each column is the vector
representation of each paragraph. In the training
phase of word vectors, the objective is to predict
a word given other words in the context. Formally,
given a set of training words w1,w2,wT , maximize
the average log probability as shown in (1):

1

T

T−k∑
t=k

log p(wt | wt−k, . . . ,wt+k). (1)

The second phase is the prediction task, which
is done by a multiclass classifier. The authors
suggest the use of softmax, as shown in (2):

p(wt | wt−k, . . . ,wt+k) =
eywt∑
i e

yi
. (2)

In equation (2) the yi corresponds to a un-
normalized log-probability for each word i obtained
with (3):

y = b+ Uh(wt−k, . . . ,wt+kW ). (3)

In equation (3) U , b are softmax parameters, h is
constructed by the average or concatenation of
paragraph matrix D and word vector matrix W .

Computación y Sistemas, Vol. 24, No. 2, 2020, pp. 403–411
doi: 10.13053/CyS-24-2-3367

Erick E. Montelongo González, José A. Reyes Ortiz, Beatriz A. González Beltrán406

ISSN 2007-9737



The training of word and paragraph vectors is
done using stochastic gradient decent. In each
step of the stochastic gradient decent, a sample
of fixed-length context is extracted from a random
paragraph. The error of the gradient is computed,
and the weights are updated based on this error.

When the training is completed, the paragraph
vectors can then be used as a feature vector for
that paragraph. Eventually, these vectors can be
provided to conventional machine learning models
to do the classification task.

3.3 Machine Learning Models

First proposed by Vapnik et al. [3], Support Vector
Machines (SVM) is a supervised learning algorithm
that finds a hyperplane in a N-dimensional space
(N representing the number of features on its
input). The found hyperplane is used to separate
the data into the desired classes. The objective
is to find a plane that has the maximum margin
(maximum distance between points). If linear
separation is not possible, this algorithm uses
kernel methods to obtain a mapping to a feature
space. The principal parameters used for this
model are:

— C: Penalty parameter that trades off correct
classification against maximization of the
decision function margin.

— Gamma: Define how far the influence of a
training example reaches. Used for Radial
Basis Function (RBF) kernel.

The model originally conceived by F. Rosenblatt
[18] describes the basic unit for learning called
Perceptron, later Minsky et al. [13] adopted
this model and generalized it for computational
use, introducing the concept of weights and a
mechanism to learn those weights, nowadays is
the base unit for the Neural Network models.
The multi-layer perceptron is a supervised learning
algorithm of interconnected perceptrons that learns
a function f over a train dataset to produce
a non-linear mapping between input and output
vectors [6]. The parameters used in this paper for
training the model are:

— Activation function: It is a function that maps
an input signal of a neuron to an output signal.
The types of activation function used for this
paper are identity, logistic, tanh, and relu.

— Hidden Layer Size: Number of neurons
presents in the layer.

— Maximum Iterations: Maximum number of
iteration (or epochs) for training the model.

— Solver: Correspond to the method em-
ployed for weight optimization. The ones
used are Limited-Memory Broyden-Fletcher-
Goldfarb-Shanno (lbfgs), Stochastic Gradient
Descent (sgd) and a first-order gradient-based
stochastic optimization Adam.

4 Experimentation and Results

4.1 Score and Evaluation of models

In supervised learning, given input and output
labels for each record, the model is trained to
classify each input to the desired output. In this
case, the input for the model is a paragraph vector
for each patient record and the output corresponds
to the cancer type considered for this study (lung,
breast and liver). The reliability of this classification
is evaluated by three standard performance
measures for multiclass classification: precision,
recall and f1-score. Each measure formula can be
seen in 4, 5 and 6:

Precision =
TP

TP + FP
, (4)

Recall =
TP

TP + FN
, (5)

F1− Score = 2× Precision×Recall
Precision+Recall

. (6)

where TP, FP and FN stands for true positive, false
positive and false negative respectively.

To prevent over-fitting or under-fitting the
model, we used the cross-validation strategy for
experiments. This process divides the original
dataset by the desired number of subsets, which
contains a balanced class distribution. Next,
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the process of cross-validation alternately uses
one subset for evaluation of the model, and
the remaining ones are employed for training
purposes. This process is replicated the desired
number of times, and each time a different subset
is used for evaluation. With this, the standard
deviation for the performance of each model is
calculated.

Finally to explore the parameter configuration for
each machine learning model and select the best
parameter combination, we used the GridSeachCV
implemented in scikit-learn [17]. This method
conducts an exhaustive search over specified
parameter values for a machine learning model,
validates trough cross-validation and reports the
best configuration that maximizes the specified
objective value (precision, recall).

4.2 Results

In this work the MIMIC II clinical database [19] was
used. This database contains clinical information
from patients admitted into the intensive-care unit
in the Beth Israel Deaconess Medical Center.
Each patient is categorized via ICD-9 code, and
his records contain, among other data, clinical
notes written by physicians during patient stay. The
dataset employed contained 10,518 clinical notes
among 225 patients, the total and average number
of clinical notes per cancer type is presented in
table 1. With this data, the percentage for training
and evaluation for each model was 20% and 80%
respectively.

Two machine learning models were used to
classify and predict new instances of documents
represented as Paragraph Vector. These models
were trained under different parameters for each
one, and five fold cross-validation was applied. The
parameters used to train the SVM models, along
with the precision value and standard deviation are
presented in table 2.

In table 2, the best result presented a
classification precision of 0.870. Although the
best with minimum standard deviation provided
a precision of 0.854, showing high gamma
value. The results present little difference between
precision values with the maximum difference
being 0.02.

Table 1. Average and total clinical notes for patients

Cancer # of # of Average of
type patients notes notes per patient
Lung 75 3653 48

Breast 75 2157 28
Liver 75 4708 62

Table 2. Top 10 results for SVM cancer type
classification

Case C γ Kernel Precision σ
# value value
1 100 0.8 RBF 0.870 0.072
2 100 0.6 RBF 0.868 0.080
3 100 0.7 RBF 0.866 0.084
4 100 0.3 RBF 0.864 0.093
5 1 0.5 RBF 0.861 0.059
6 100 0.4 RBF 0.860 0.084
7 100 0.9 RBF 0.857 0.082
8 1 0.8 RBF 0.855 0.052
9 1 0.9 RBF 0.854 0.051
10 1 0.4 RBF 0.850 0.074

In standard deviation, the maximum difference
among the values is 0.042. Little variation can
be observed in precision values. Top results
maintain consistent C values and variations in
gamma values results in minimum loss or gain in
precision.

The classification report for the best SVM model
found can be seen in table 3.

Table 4 presents the parameters for the
Multi-Layer Perceptron model. As seen in this
table, the best result presented for average
precision is 0.890 and the minimum value for
standard deviation being 0.034 with a precision of
0.858. It can be observed that the best results are

Table 3. Best SVM model found for cancer type
classification

Precision Recall F1-Score
Breast 0.92 0.80 0.86
Liver 0.87 1.0 0.93
Lung 0.83 0.83 0.83

Average 0.87 0.87 0.87
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Table 4. Top 10 results for MLP cancer type classification

Case # Activation function Hidden layer size Max. iter. Precision σ
1 Relu 300 500 0.890 0.065
2 Relu 300 200 0.865 0.109
3 Relu 400 800 0.864 0.057
4 Logistic 300 600 0.862 0.082
5 Tanh 400 100 0.861 0.045
6 Logistic 500 700 0.860 0.064
7 Relu 500 100 0.859 0.042
8 Tanh 300 800 0.858 0.034
9 Identity 400 800 0.857 0.053
10 Logistic 400 200 0.856 0.079

Table 5. Best MLP model found for cancer type classification

Precision Recall F1-score
Liver 0.95 0.90 0.93

Breast 0.73 1.00 0.85
Lung 0.91 0.71 0.80

Average 0.89 0.87 0.87

presented for the activation function relu and layer
sizes 300 and 400.

This corresponds with the fact that the Paragraph
Vectors number of dimensions is 300. For the
solver, lbfgs is the one that presented the best
results. The maximum difference in the average
precision is 0.034 which is more than the one
found for SVM. For the standard deviation it can
be observed that the maximum difference is 0.075,
being higher than SVM model. The best MLP
model classification report is presented in table 5.

Although the average precision for the MLP
model is higher than the SVM model. Additionally,
MLP model has problems with the classification
of breast cancer patients and excels on the
classification of the other types of cancer. Taking
into account that the values for recall and f1-score
are the same, the decision for the best model
is based on precision. Because of this, MLP is
chosen as the best model.

5 Conclusions and Future Work

This paper has presented machine learning mod-
els for classifying clinical texts in cancer domain

based on natural language processing. The
complete approach includes a natural language
processing pipeline and a machine learning phase.
NLP pipeline consists of a text pre-processing,
tokenization, lemmatization and lexicon creation.
On the other hand, the machine learning phase
includes a vector space representation by using
paragraph vector model and the use of a suitable
machine learning model.

The primary contributions of this work are: a)
the comparison based on results of two machine
learning models for classifying clinical notes; b)
the NLP pipeline for text processing to adapt
the clinical notes for the feature extraction to
be represented in the paragraph vector; c) the
experimentation with SVM and MLP classifiers by
using several configurations.

The machine learning models were evaluated
by using well-known metrics as precision, recall
and f-measure. The best result was achieved with
MLP classifier using relu as activation function,
300 hidden layer size and 500 maximum iterations.
This experimental configuration has achieved
0.890 precision. The main benefits for physicians
are reflected in a decrease of the error rate in
diagnoses and prevent the manual analysis of
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clinical notes that is a tedious and time-consuming
task.

As future work, complement with structured data
like lab tests, microbiology test, demographics, etc.
can be used to test if results are improved. Also,
work to integrate these models to an information
system to assist physicians can be done. This
implementation can be a web or mobile application
for hospital and clinic use. With some of the
advantages of this applications (low specs needed,
reach, etc.) different areas of the hospitals can
benefit from notes analysis and at the same time,
generate more data for the models. Furthermore,
with some modifications, this approach can be
adapted for other diseases i.e. diabetes, heart
diseases, infectious diseases, etc.
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