Parallel Processing Strategy for Solving the Thermal-Mechanical Coupled Problem Applied to a 4D System using the Finite Element Method
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Abstract. We propose a high performance computing strategy (HPC) to simulate the deformation of a solid body through time as a consequence of the internal forces provoked by its temperature change, using the Finite Element Method (FEM). The program finds a solution of a multi-physics problem, solving the heat diffusion problem and the linear strain problem for homogeneous solids at each time step, exchanging information between both solutions to simulate the material distortion. The HPC strategy approach parallelizes vector and matrix operations as well as system equation solvers. The tests were realized over a model simulating a car braking system (a rotating disk velocity decreased by friction). Then we performed a quantitative analysis of stress, strain and temperature in some points of the geometry, and a qualitative analysis to show some visualizations of the simulation.
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1 Introduction

The analysis of physical phenomena caused by heat-induced stress is of special interest for the metallurgic, building, automotive and electronic industries. In this work, using numerical methods and computing power, we successfully simulate this process solving two differential equations, the first to model the heat diffusion over the medium and the second to model the deformation produced by the internal forces. This paper proposes a parallel strategy to solve the heat diffusion problem as shown in [3] and the problem of linear deformation of homogeneous solids as in [2] using FEM. On the other hand, we use the Finite Differences Method (FDM) to implement the dynamic analysis with a scheme explained in [7].

The authors of [1] describe a non-transitive solution scheme based on FEM to approach the thermal distortion problem of strictly cylindrical-shaped geometries. The parallel strategy proposed here works for two dimensions (2D) and three dimensions (3D), plus time (4D) over any coherent geometry.
The implementation design includes cache-oblivious algorithms parallelized with OpenMP in order to exploit the X86 computer architecture, increasing the execution speed almost to its double using four processors.

2 Solution of the Heat Diffusion Problem

To determine the temperature of any point in the solid body, we want to integrate the following differential equation over the domain (the body):

\[
\frac{\partial}{\partial x} \left( k_x \frac{\partial \phi}{\partial x} \right) + \frac{\partial}{\partial y} \left( k_y \frac{\partial \phi}{\partial y} \right) + \frac{\partial}{\partial z} \left( k_z \frac{\partial \phi}{\partial z} \right) + Q = \rho c_p \frac{\partial \phi}{\partial t},
\]

(1)

where \( \phi = \phi(x, y, z) \) is the temperature, \( k_x, k_y \) and \( k_z \) are the material thermal conductivity for each component, \( c_p \) is the specific heat, \( Q \) is the source term, and \( \rho \) is the density of the body.

The flows over each component are denoted as

\[
q_x(x, y, z) = -k_x \frac{\partial \phi}{\partial x},
\]

\[
q_y(x, y, z) = -k_y \frac{\partial \phi}{\partial y},
\]

\[
q_z(x, y, z) = -k_z \frac{\partial \phi}{\partial z}.
\]

(2)

To solve the equation we must define at least one boundary condition, this can be

- Dirichlet: Set the temperature to a subdomain (\( \phi(x, y, z) = \phi^* \));
- Neumann: Set the flow to subdomain (\( \nabla \phi(x, y, z) = \mathbf{q} \)).

where \( \phi^* \) denotes a specific value for the variable \( x \), and in the same way we use the variables \( y, z \) and \( \mathbf{q} \).

Then we must discretize the domain (this process is called meshing), and the goal is to divide a given geometry into polygons (triangles for 2D) or polyhedrons (tetrahedrons for 3D). Each of these divisions is known as an element, each element is connected with the other elements through its vertices or nodes as they are called in FEM.

In [10] it is explained how to use the Delauney triangulation to generate a mesh.

There exist several types of elements according to their geometry and the integration approximation degree over the domain (using Gaussian quadrature integration), Botello [3] presents a detailed explanation of almost all of them. The implementation developed in this work uses tetrahedral elements with linear approximation.

For each element type, depending on its geometry, a shape function \( N_i(\xi, \eta, \zeta) \) is defined for each node \( i \) in the normalized space and its respective partial derivatives \( \frac{\partial N_i}{\partial \xi}, \frac{\partial N_i}{\partial \eta} \) and \( \frac{\partial N_i}{\partial \zeta} \). Also, depending on the approximation degree used, each type of elements has its own integration points known as Gauss points. The authors of [3] present a table of values for each element configuration of Gauss points.

In the case of the tetrahedral element with linear approximation, there is only one integration point \( (n_p = 1) \), in which \( w_p = 1 \), and its normalized coordinates are

\[
\xi = \frac{1}{4}, \quad \eta = \frac{1}{4} \quad \text{and} \quad \zeta = \frac{1}{4},
\]

(3)

then, the shape functions are

\[
N_1(\xi, \eta, \zeta) = 1 - \xi - \eta - \zeta, \quad N_3(\xi, \eta, \zeta) = \eta, \\
N_2(\xi, \eta, \zeta) = \xi, \quad N_4(\xi, \eta, \zeta) = \zeta.
\]

(4)

The following step is to create the stiffness matrix \( \mathbf{K}^{(c)} \in \mathbb{R}^{n_e \times n_e} \), the mass matrix \( \mathbf{M}^{(c)} \in \mathbb{R}^{n_e \times n_e} \), and the load vector \( \mathbf{f}^{(c)} \in \mathbb{R}^{n_e} \) for each element:

\[
\mathbf{K}^{(c)} = \sum_{p=1}^{n_p} \mathbf{B}^T \mathbf{D}^p \mathbf{B} |J^{(c)}| w_p,
\]

(5)

\[
\mathbf{M}^{(c)} = \sum_{p=1}^{n_p} \rho \mathbf{N}^T \mathbf{N} |J^{(c)}| w_p,
\]

(6)

\[
f^{(c)} = \sum_{p=1}^{n_p} \mathbf{N}^T Q |J^{(c)}| w_p,
\]

(7)

where \( \mathbf{B} \) is the strain matrix of the element, \( \mathbf{D} \) is the constitutive matrix, \( \mathbf{N} \) is the shape function matrix of the element evaluated at the point \( p \), \( J^{(c)} \) is the Jacobian matrix of the element evaluated at the point \( p \), and \( w_p \) is the multiplication of Gaussian
integration weights. These matrices are given by

\[ B = [B_1, B_2, \ldots, B_{n_e}], \]  

(8)

\[ D = \begin{bmatrix} k_x & 0 & 0 \\ 0 & k_y & 0 \\ 0 & 0 & k_z \end{bmatrix}, \]  

(9)

\[ N = [N_1, N_2, \ldots, N_{n_e}], \]  

(10)

\[ J^{(e)} = \begin{bmatrix} \frac{\partial N_1}{\partial x} & \frac{\partial N_1}{\partial y} & \frac{\partial N_1}{\partial z} \\ \frac{\partial N_2}{\partial x} & \frac{\partial N_2}{\partial y} & \frac{\partial N_2}{\partial z} \\ \frac{\partial N_3}{\partial x} & \frac{\partial N_3}{\partial y} & \frac{\partial N_3}{\partial z} \end{bmatrix}, \]  

(11)

\[
\begin{array}{c}
\sum_{i=1}^{n_e} \frac{\partial N_i}{\partial x} x_i + \sum_{i=1}^{n_e} \frac{\partial N_i}{\partial y} y_i + \sum_{i=1}^{n_e} \frac{\partial N_i}{\partial z} z_i = 0 \\
\sum_{i=1}^{n_e} \frac{\partial N_i}{\partial x} x_i + \sum_{i=1}^{n_e} \frac{\partial N_i}{\partial y} y_i + \sum_{i=1}^{n_e} \frac{\partial N_i}{\partial z} z_i = 0 \\
\sum_{i=1}^{n_e} \frac{\partial N_i}{\partial x} x_i + \sum_{i=1}^{n_e} \frac{\partial N_i}{\partial y} y_i + \sum_{i=1}^{n_e} \frac{\partial N_i}{\partial z} z_i = 0
\end{array}
\]

where \( n_e \) is the elemental number of nodes, \( x_i, y_i \) and \( z_i \) are the \( i \)-nodal coordinates, and \( B_1 \) is the strain matrix which is defined by

\[
B_1 = \begin{bmatrix} \frac{\partial N_1}{\partial x} \\ \frac{\partial N_1}{\partial y} \\ \frac{\partial N_1}{\partial z} \\ \frac{\partial N_1}{\partial x} \\ \frac{\partial N_2}{\partial y} \\ \frac{\partial N_2}{\partial z} \\ \frac{\partial N_3}{\partial x} \end{bmatrix} = (J^{(e)})^{-1} \begin{bmatrix} \frac{\partial N_1}{\partial x} \\ \frac{\partial N_1}{\partial y} \\ \frac{\partial N_1}{\partial z} \end{bmatrix}. \]  

(12)

When \( K^{(e)}, M^{(e)} \) and \( f^{(e)} \) are computed, they must be assembled inside the global stiffness matrix \( K \in \mathbb{R}^{n \times n} \), the global mass matrix \( M \in \mathbb{R}^{n \times n} \) and the global flow vector \( f \in \mathbb{R}^n \), respectively \((n \) is the number of nodes in the mesh). This process is repeated over all the elements.

The assembly process of the elemental matrix inside the global matrix is as simple as to add to the global matrix the values of the elemental matrix in the positions of the global matrix which refer to the nodes that conform this particular element. For example, if the element is formed by the nodes 3, 5, 8 and 9, then the elemental matrices are of \( 4 \times 4 \), and the value that is at \( K^{(e)}_{1,1} \) must be added to the value of \( K_{1,3} \), while the \( K^{(e)}_{2,4} \) must be added to the \( K_{5,9} \). In the same way \( M \) and \( f \) are assembled.

Summarizing, we use the spatial information (node coordinates) and the connectivity matrix (whose nodes form each element) to assemble the stiffness matrix \( K \), the mass matrix \( M \) and the flow vectors \( f \) to build the complete system which gives solution to the differential equation 1; then, we use FDM to integrate them over \( t \) as explained in [7]:

\[
(M + \alpha \Delta t K)\phi^{t+1} = (M - (1 - \alpha) \Delta t K)\phi^t + \Delta t (\alpha f^{t+1} + (1 - \alpha) f^t),
\]  

(13)

if \( f \) is constant through time, the system is reduced to

\[
(M + \alpha \Delta t K)\phi^{t+1} = (M - (1 - \alpha) \Delta t K)\phi^t + (\Delta t f),
\]  

(14)

where \( \phi \in \mathbb{R}^n \) is the vector with the node's temperatures, \( \Delta t \) is the vector size, and \( \alpha \in [0, 1] \) is a parameter to adjust the scheme. Afterwards, \( \alpha \) must be selected considering the following facts:

If \( \alpha = 0 \), the system is a completely explicit scheme and conditionally stable.

If \( \alpha = 1 \), the system is a completely implicit scheme and unconditionally stable.

If \( \alpha = 0.5 \), the system is a semi-implicit scheme.

3 Solution of the Linear Strain Problem for Homogenous Solids

We want to determine the displacement field at any domain point, this field is defined as

\[
\mathbf{u} = \begin{bmatrix} u(x, y, z) \\ v(x, y, z) \\ w(x, y, z) \end{bmatrix}.
\]  

(15)

The stress \( \varepsilon_p^{(e)} \) at the Gauss point \( p \) of the element is computed from the displacement field using the following differential operator:

\[
\varepsilon_p^{(e)} = \begin{bmatrix} \frac{\partial u}{\partial x} & 0 & 0 \\ 0 & \frac{\partial u}{\partial y} & 0 \\ 0 & 0 & \frac{\partial u}{\partial z} \end{bmatrix} = \begin{bmatrix} \frac{\partial}{\partial x} & 0 & 0 \\ 0 & \frac{\partial}{\partial y} & 0 \\ 0 & 0 & \frac{\partial}{\partial z} \end{bmatrix} \mathbf{u} = \mathbf{B} \mathbf{u}^{(e)},
\]  

(16)
The elemental stiffness matrix $K^{(e)} \in \mathbb{R}^{3n_e \times 3n_e}$ is computed in the same way as in the heat diffusion problem, considering that the elemental strain matrix $B$ and the constitutive matrix $D$ are different.

The elemental load vector $f^{(e)}$ is defined as

$$f^{(e)} = \sum_{p=1}^{n_p} [B^T((\sigma^{(e)}_0) - D(\varepsilon^{(e)}_0) - Hb)]J |w_p|,$$  \hspace{1cm} (21)$$

where $(\sigma^{(e)}_0)$ and $(\varepsilon^{(e)}_0)$ are the initial strain and stress of the element, $H \in \mathbb{R}^{3n_e}$ is a matrix which contains the shape functions in its diagonal and $b \in \mathbb{R}^{3n_e}$ is the force vector denoted as

$$b = \begin{bmatrix} (b_x)_1 \\ (b_y)_1 \\ (b_z)_1 \\ (b_x)_2 \\ (b_y)_2 \\ (b_z)_2 \\ \vdots \\ (b_x)_{n_e} \\ (b_y)_{n_e} \\ (b_z)_{n_e} \end{bmatrix},$$  \hspace{1cm} (22)$$

The assembly of the global stiffness matrix $K \in \mathbb{R}^{3n \times 3n}$, the global displacement vector $U \in \mathbb{R}^{3n}$, and the global load vector $f \in \mathbb{R}^{3n}$ follows the same assembly process explained in the previous section (heat diffusion problem), considering that there are three variables per node instead of one; the detailed steps are shown in [2].

Finally, we solve the system:

$$Ku = f,$$  \hspace{1cm} (23)$$

to determine the displacements at each node and then compute $\varepsilon$ and $\sigma$ at the elemental Gauss points.

## 4 Internal Forces Produced by Thermal Variation

If the temperature of a structure increases, the material of such structure reacts with displacements as it is explained in [6]. This explanation is based on experimental evidence,
and the research community has adopted the following model to describe the caused forces:

\[
\begin{bmatrix}
\varepsilon_x \\
\varepsilon_y \\
\varepsilon_z \\
\gamma_{xy} \\
\gamma_{xz} \\
\gamma_{yz}
\end{bmatrix}
= 
\begin{bmatrix}
\omega_x \\
\omega_y \\
\omega_z \\
0 \\
0 \\
0
\end{bmatrix}
\]  

(24)

where \(\omega_x, \omega_y, \text{ and } \omega_z\) are the thermal distortion constants for each component and dependent of the material.

The forces are going to be recomputed at each time step, serving as input to the software module that solves the solid strain problem; this module will compute the displacements, which will be used to update the mesh geometry as the input to the software module which solves the diffusion heat problem in the next time step.

The program must end when all the time steps (predefined before the start of the simulation) are completed, see Fig 1.

```
read_mesh();
t = 0;
while(t < time_steps){
    solve_diffusion_heat_problem();
    compute_forces();
    solve_strain_solid_problem();
    update_mesh();
    write_results();
    t = t+1;
}
```

Fig. 1. Pseudo-code

In the previous pseudo-code we give a detailed description of the program, where the bold lines are parallel implementations.

5 Parallel Processing

The HPC strategy approach parallelizes the matrix-vector operations of the program (Algorithm 1) and uses Jacobi preconditioned conjugate gradient, as it is shown in [8], to solve the equation systems (Algorithm 2). Fig. 2 shows how many times it takes for Algorithm 1 to compute a system with more than 185 000 variables as a function of the number of cores.

In order to use the least possible amount of memory, the Compression Storage by Rows format (CSR) is used to house the sparse matrix, explained in detail in [9]. The CSR format maintains an array with indices and an array of values for each row of the matrix, only the values different from zero (nonzero values) are stored. The indices of the rows correspond to the column values and must be sorted in ascending mode. For example, the matrix

\[
A = \begin{bmatrix}
5.2 & 2.6 & 0 & 0 & 0 & 0 \\
2.6 & 6.1 & 1.8 & 0 & 0 & 0 \\
0 & 1.8 & 3.3 & 8.4 & 0 & 0 \\
0 & 0 & 8.4 & 2.7 & 0 & 0 \\
0 & 0 & 0 & 1.2 & 1.4 \\
0 & 0 & 0 & 0 & 1.4 & 5.6
\end{bmatrix}
\]

must be stored (in CRS format) as:

![Cores vs. Time processing for Algorithm 1](image)

A core is a processing unit. A processor can have one or more cores and its own RAM memory, with intermediate cache memories which make the data traffic between the processor and the RAM easy. The management of memory and thread creation to execute several simultaneous processes is done using OpenMP which is an API for shared memory parallel computing. In [4], OpenMP is explained with examples and applications.
A_{ij} \leftarrow 0.1
A_0^{(v)} \leftarrow 5.2, 2.6
A_{ij}^{(v)} \leftarrow 2.6, 6.1, 1.8
A_{j}^{(v)} \leftarrow 1.8, 3.3, 8.4
A_{ij}^{(v)} \leftarrow 2, 3
A_{j}^{(v)} \leftarrow 8.4, 2.7
A_{j}^{(v)} \leftarrow 4.5
A_{ij}^{(v)} \leftarrow 1.2, 1.4
A_{ij}^{(v)} \leftarrow 1.4, 5.6

where \( A_{ij} \) is the value for the corresponding columns at the row \( i \) of the matrix \( A \), with the index numeration starting from zero (like in C/C++), and \( A_{ij}^{(v)} \) being the vector of values of the \( i \)th row of the same matrix.

In the previous example, we store only 38.88% of the values of \( A \), but this percentage is lower than 0.1% when we work with matrices generated with FEM in 3D problems with more than 100 nodes.

Algorithm 1. Matrix-Vector multiplication (C code)

```c
void multiply(csr *const M, double *const vec, double *out)
{
    int i;
    #pragma omp parallel for private(i)
    for(i=0; i < M->rows; i++)
    {
        int j, col;
        out[i] = 0;
        for(j=0; j < M->rows; j++)
        {
            col = M->index[i][j];
            out[i] += M->values[i][j]*vec[col];
        }
    }
}
```

To compile Algorithm 1, we have to tell the compiler that we use OpenMP; in the case of gcc, we use the flag `-fopenmp`.

The argument `*M` is a pointer to a C structure which implements the CSR format to store a sparse matrix, whose code is shown in Fig. 3.

```c
typedef struct {
    int rows;
    int *rows_size;
    int **index;
    double **values;
} csr;
```

Fig. 3. Compress storage by rows (CSR) format C implementation

where \( \text{rows} \) is the number of the matrix rows, \( \ast \text{rows\_size} \) is an array of length equal to \( \text{rows} \) which contains the number of columns for each row, \( \ast \text{index} \) is a double array which contains the indices of enabled columns of each row, and \( \ast \text{values} \) store its values.

Algorithm 2. Preconditioned conjugate gradient

Given the matrix \( A \), the initial vector \( x_0 \) and the vector \( b \) of the equation system \( Ax = b \),

Given a convergence tolerance \( \epsilon \).

\[
g_0 \leftarrow Ax_0 - b
q_0 \leftarrow \text{diagonal}(A)^{-1}g_0 \quad \text{(Jacobi)}
p_0 \leftarrow -q_0 \quad \text{(Descent direction)}.
\]

\( k \leftarrow 0 \) (Iteration counter).

While \( g_k > \epsilon \)

\[
w_k \leftarrow Ap_k \quad \text{(Parallel operation)}
\]

\[
\alpha_k \leftarrow \frac{g_k^T q_k}{p_k^T w_k}
X_{k+1} \leftarrow X_k + \alpha_k p_k
\]

\[
g_{k+1} \leftarrow g_k + \alpha_k w_k
q_{k+1} \leftarrow \text{diagonal}(A)^{-1}g_{k+1}
\]

\[
\beta_k = \frac{g_{k+1}^T q_{k+1}}{g_k^T q_k}
p_{k+1} \leftarrow -q_{k+1} + \beta_k p_k
k \leftarrow k + 1
\]

End of iterations
The solver algorithm was designed to achieve high performance on two levels. On the upper level, the CSR format allows the parallelization of the matrix-vector multiplication on several cores. On the lower level, by allocating each row of the sparse matrix in a compact way, the algorithm makes a better use of the cache memory of each core, increasing the cache hits and reducing the number of accesses to the RAM (the access time to the cache memory is at least an order of magnitude faster than the access to the RAM), see [5].

6 Application Example

We model a conventional car braking system formed by a disk which is slowed by friction when a hydraulic device (mounted over the disk) presses both sides of its geometry. To simulate friction, we impose Dirichlet boundary conditions on the equation system of the heat diffusion problem, where it is supposed to be the contact. The following function defines the temperature that evaluates the friction:

\[ \phi(t) = \lambda \log(1 + t) \]  

where \(\lambda\) is a constant dependent of the material. This function is proposed only to show how the method works, but the heat produced by the friction between two materials doesn't necessarily have this behavior.

GiD is a software for pre- and post-processing of FEM results (among other numerical analyses), the user manual and the reference manual can be downloaded from www.gidhome.com/support/manuals.

Fig. 4 shows the real system and the computerized model created with GiD to realize the numeric simulation.

Generally, the disks of the real braking system are made of cast iron, based on [11], we choose the following parameters to approximate the same behavior for the computer model:

\begin{align*}
    k_x &= k_y = k_z = 83.2646 \\
    \omega_x &= \omega_y = \omega_z = 4.0 \times 10^{-5} \\
    c_p &= 1 \\
    Q &= 460 \\
    \rho &= 7870 \\
    \lambda &= 50
\end{align*}

The mounted device pads (braking pads) are made of high iron content, but the device is made of steel with low carbon content, and its properties are approximately

\begin{align*}
    k_x &= k_y = k_z = 45.0810 \\
    \omega_x &= \omega_y = \omega_z = 1.5 \times 10^{-6} \\
    c_p &= 1 \\
    Q &= 490 \\
    \rho &= 7850 \\
    \lambda &= 50
\end{align*}

The mesh which discretizes the braking device has 51464 elements and 9612 nodes, while the mesh of the disk has only 22844 elements and 8116 nodes. The device mesh must be finer than the disk mesh in order to capture the temperature variations in short spaces. Fig. 5 shows the mesh of both geometries.

The computation was made with \(\Delta t = 4.2 \times 10^{-5}\) for 1000 time steps using \(\alpha = 1\) (parameter to adjust the FDM schema), and then we post-processed the results using GiD.
Fig. 6. Simulation of step 80 with transparency

Fig. 6 shows the simulation at the time step 80 (0.00336 seconds) with transparency.

If we compare the visualizations (with and without transparency) of the simulation step 1000 (0.042 seconds) in Fig. 7, we can see the increment of the temperature.

The heat spreads through the disk from the friction surface, and in the same way, the braking device starts to heat, although with a lower rate than the rotating disk, because the physical properties of heat diffusion are different for each material.

The distance (with respect to the center) displaced by the edge of the disk caused by the distortion of the solid, represents just the 4.081% of the initial distance. Fig. 8 shows the initial and the final geometry of the solid. The distortion is evident in the middle of the brake device.

Using 4 cores working in parallel, we spend 1340.12 seconds to complete the process (1.34 seconds for each time step), while the solution of the same problem using only one core takes 2380.35 seconds (2.38 seconds for each time step approx.). We achieved the goal reducing the computing time 56.29% of the serial version.

7 Conclusions

We show how to compute a solid distortion simulation caused by temperature variation using HPC techniques on two levels: a lower level using cache-oblivious algorithms (or cache-transcendent algorithms) and a high level using OpenMP to solve
the equation system taking advantage of several cores.

The implementation solves the heat diffusion problem and the solid strain problem separately, but with feedback between them. We highlight the processing time reduction of the solution with an application example.
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