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Resumen: Este trabajo tiene por objeto analizar la EU Al ACT que supone el primer gran
intento por regular la inteligencia artificial para mitigar riesgos a los derechos humanos, ana-
lizando sus antecedentes, su regulacion y ofreciendo una valoracion.

Palabras clave: derechos humanos, inteligencia artificial, legislacion.

Abstract: This paper aims to analyze the EU AI ACT, which represents the first attempt to
regulate Al to mitigate risks to human rights, exploring its background, regulation and pro-
viding an assessment.

Keywords: human rights, artificial intelligence, legislation.

Sumario: L. Introduccion. II. Hacia una regulacion de la inteligencia artificial.
III. La Ley de Inteligencia Artificial de la UA (EU AI ACT). IV. Valoracion de
la EU Al ACT. V. Referencias.

1. Introduccion

La inteligencia artificial (IA) ha revolucionado diversos aspectos de la vida
moderna, desde la salud y la educacion hasta la seguridad y el empleo.
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Sin embargo, esta tecnologia emergente también plantea desafios significa-
tivos para los derechos humanos. La capacidad de la IA para procesar gran-
des volumenes de datos y tomar decisiones automatizadas puede, por un
lado, potenciar derechos fundamentales como el acceso a la informacion
y la salud; pero, por otro, puede amenazar la privacidad, la igualdad y la au-
tonomia personal.

La interseccion entre derechos humanos y la IA ha generado un debate
global sobre la necesidad de regular esta tecnologia para evitar abusos y ga-
rantizar que su desarrollo y uso respeten la dignidad humana. Reconociendo
esta necesidad, el Parlamento Europeo legislo en la materia, en la ley cono-
cida como EU AI ACT, en marzo de 2024, que es el objeto de este trabajo.

Dicha legislacion es especialmente significativa porque no solo estable-
ce un marco legal robusto dentro de la Union Europea, sino que también
sienta un precedente a nivel global. La EU AT ACT se posiciona como un re-
ferente clave que influira en la formulacion de politicas de inteligencia artifi-
cial en otros paises y regiones, promoviendo un enfoque ético y responsable
en el desarrollo y uso de esta tecnologia.

Para tratar esa ley, se abordara, en primer término, el camino que se si-
guiod hacia la legislacion: desde su necesidad hasta el desarrollo de norma-
tivas y principios éticos previos; posteriormente, se analizara el contenido
de la ley propuesta, pata finalmente ofrecer una valoracion critica de la ley.

I1. Hacia una regulacion de la inteligencia artificial

La IA presenta un doble filo en el ambito de los derechos humanos. Por un
lado, puede ser una herramienta poderosa para apoyar y mejorar estos de-
rechos; por otro, plantea riesgos significativos de transgresion. (Hernandez,
2023, pp. 215y ss.)

Lo anterior queda claro analizando derechos en particular. En el caso
del derecho a la proteccion de la salud, la IA puede ser un aliado en tan-
to facilita diagnosticos precisos, prevision de riesgos, tratamientos perso-
nalizados, cirugia robdtica y asistencia médica remota. Sin embargo, el uso
de datos personales sensibles y la posible falta de control humano sobre de-
cisiones automatizadas plantean preocupaciones serias sobre la integridad
y autonomia del paciente. (Andrés Segovia, 2021, pp. 327 y ss.)

La IA también podria coadyuvar a mejorar el acceso a la justicia, pues
ayuda a sistematizar informacion juridica y predecir decisiones basadas
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en precedentes. No obstante, la falta de capacidad para argumentar y garan-
tizar decisiones justas y equitativas puede resultar en inexactitudes y en dis-
criminacion. (Nieva, 2018, p. 17) Lo mismo podria decirse en el caso de la
seguridad ciudadana, donde la IA puede ser utilizada para el reconocimiento
biométrico, el analisis de comportamientos y la busqueda de personas desa-
parecidas, pero con el riesgo de abuso en el tratamiento de datos personales
y de dependencia de sesgos discriminatorios en la vigilancia predictiva.

En el caso del derecho al trabajo, la IA puede hacerlo mas efectivo, faci-
litando que las personas encuentren empleo de manera mas eficiente y equi-
tativa, ademas de que puede automatizar y mejorar los procesos de seleccion;
pero el riesgo es el mismo: los algoritmos pueden ocultar y perpetuar sesgos
discriminatorios. (Pérez Lopez, 2023, pp. 186 y ss.)

De esta forma, aunque la IA ofrece numerosos beneficios para la sociedad,
también conlleva riesgos significativos para la dignidad y los derechos huma-
nos. Estos riesgos se intensifican especialmente en grupos vulnerables, como
menores, inmigrantes y personas con discapacidad (Valle, 2023, pp. 7 y ss.).
Es esencial abordar estos desafios para asegurar que la IA contribuya positi-
vamente al bienestar humano sin comprometer los derechos fundamentales.

Ante este panorama, desde hace afios en el ambito europeo se considero
necesario regular la IA. La Unidon Europea (UE) adoptd un enfoque particu-
lar: en lugar de comenzar con normas juridicas, decidid primero establecer
principios éticos sobre la IA. Este enfoque se eligié porque los principios
éticos pueden proporcionar una base solida y flexible que guie el desarrollo
y la implementacion de la [A de manera responsable.! Al priorizar la ética,
la UE buscaba asegurar que cualquier legislacion futura estuviera firmemen-
te anclada en valores fundamentales como la dignidad humana, la justicia
y la transparencia.

El primer texto del Parlamento Europeo con contenido ético significa-
tivo fue su propuesta de carta sobre robdtica de 2017. Esta carta establecia
que la TA deberia regirse por principios éticos como la beneficencia, la no
maleficencia, la autonomia del usuario, la justicia, el respeto de los dere-
chos fundamentales, la precaucion, la participacion, la transparencia, la ren-

I El Parlamento Europeo sostuvo que eran conscientes de que las normas juridicas no
eran suficientes, y por ello afirmé que era mejor contar con “un marco ético claro, estricto
y eficiente que oriente el desarrollo, disefio, produccion, uso y modificacion de los robots”
(Resolucion, de 16 de febrero de 2017, con recomendaciones destinadas a la Comision sobre
Normas de Derecho Civil sobre Robética).
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dicion de cuentas, la seguridad, la reversibilidad de la accion, la privacidad,
la maximizacion de beneficios y la reduccion de dafios.?

El segundo paso lo dio en 2019, cuando aprobé una resolucion en la
que instaba a la Comision a revisar y adaptar la legislacion europea a la nue-
va realidad tecnologica desde una perspectiva ética. Esta resolucion proponia
nuevos principios para complementar la legislacion existente y enfatizaba
la necesidad de una carta ética de buenas practicas para la [A.3

Los siguientes pasos se dieron en 2020, cuando se emitieron dos resolu-
ciones en las que reconocieron que el marco ético era insuficiente para pro-
teger eficazmente los derechos fundamentales frente a la 1A, especialmente
en términos de privacidad, autonomia y el desarrollo normal de una socie-
dad democratica en el ecosistema digital. Por ello, se propuso la aproba-
cion de un par de reglamentos con obligaciones legales uniformes para todos
los Estados miembros, y de aplicacion directa.*

El primer reglamento propuesto sefialaba que “los principios éticos
comunes solo son eficaces cuando estan también asentados en Derecho”,3
y planteaba un anexo que identificara sectores, usos y fines de alto riesgo
para los derechos humanos, tales como el empleo, la educacion, la asistencia
sanitaria, el transporte, la energia, la seguridad, la defensa, las finanzas y el
sector publico, incluyendo asilo, migracion, control fronterizo, sistema judi-
cial y servicios de seguridad social.

El segundo reglamento propuesto pretendia establecer un régimen
de responsabilidad civil, tanto objetiva como subjetiva, que permitiria recla-

2 En dicha resolucion, de 16 de febrero de 2017, afirmé que era necesario que una futura
regulacion juridica se basara “en los principios de beneficencia, no maleficencia, autonomia
y justicia, asi como en los principios consagrados en la Carta de los Derechos Fundamentales
de la Unién Europea, como la dignidad humana, la igualdad, la justicia y la equidad, la no
discriminacion, el consentimiento informado, la vida privada y familiar y la proteccion de
datos, asi como en otros principios y valores inherentes al Derecho de la Unién, como la no
estigmatizacion, la transparencia, la autonomia, la responsabilidad individual, y la responsa-
bilidad social” (nim. 13).

3 Resolucion, de 12 de febrero de 2019, sobre una politica industrial global europea en
materia de inteligencia artificial y robotica (2018/2088(INT)). En los ntims. 114-137 de ese
documento se establecieron las recomendaciones para la modificacion del marco juridico.

+ Nos referimos a la resolucion 2020/2022(INI) y a la 2020/2015(INI), ambas del 20 de
octubre de 2020. En la segunda de estas se afirmo6 que se requeria de “un marco regulador
operativo y plenamente armonizado en el ambito de las tecnologias de IA”, y sugirié que
dicho marco adopte la forma de un reglamento y no de una directiva (nim. 3).

5 Propuesta de reglamento del marco regulador, Considerando Y. Esa propuesta se en-
cuentra en la 2020/2012(INL), de 20 de octubre de 2020.
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mar cualquier dano, material ¢ inmaterial, derivado del uso de la IA, inclu-
yendo violaciones de derechos importantes juridicamente protegidos, como
la vida, la salud, la integridad fisica y la propiedad.t También se preveia
un anexo que recogeria los sistemas de alto riesgo, los cuales estarian sujetos
aun régimen de responsabilidad objetiva, mientras que el resto seguiria bajo
responsabilidad subjetiva.

Sin embargo, la Comision Europea decidi6 ir mas alld, y en abril de 2021
present6 una iniciativa de Ley de Inteligencia Artificial, que busca conso-
lidar un marco legal robusto que no solo incorpore principios éticos, sino
que también establezca obligaciones juridicas claras y mecanismos de res-
ponsabilidad para proteger los derechos humanos y garantizar el uso seguro
y equitativo de la IA.

III. La Ley de Inteligencia Artificial de la UA (EU AI ACT)

El itinerario antes relatado culmind con la aprobacion de la legislacion en co-
mento, conocida como EU Al ACT, en marzo de 2024, con 523 votos a fa-
vor, 46 en contra y 49 abstenciones.” Con esta se crea un marco normativo
aplicable a todos los proveedores, implantadores, fabricantes, distribuidores
y demas usuarios que interactien con sistema que sean utilizados o desa-
rrollados en la UE. Tiene como objetivo armonizar el desarrollo, el uso y la
comercializacion de los sistemas de IA en la UE, la prohibicion de practicas
de riesgo inaceptable, la determinacion de las obligaciones tanto de los desa-
rrolladores, como de los usuarios y/u operadores, la delimitacion de las nor-
mas de transparencia, supervision, comercializacion, gobernanza, asi como
las medidas de apoyo a la innovacion de nuevas [A.

1. La clasificacion de los sistemas de 1A con base
en el riesgo de los derechos humanos

La norma define a los sistemas de IA como “un sistema basado en maqui-
nas disefiado para funcionar con diversos niveles de autonomia y que puede

6 La propuesta de reglamento se encuentra en la Resolucion 2020/2014(INL), de 20 de
octubre de 2020.

7 Parlamento Europeo (2024). Artificial Intelligence Act: MEPs adopt landmark law.
https://www.europarl.europa.eu/news/en/press-room/202403081PR19015/artificial-intelli-
gence-act-meps-adopt-landmark-law
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mostrar capacidad de adaptacion tras su despliegue y que, para objetivos ex-
plicitos o implicitos, infiere, a partir de la entrada que recibe, como generar
salidas tales como predicciones, contenidos, recomendaciones o decisiones
que pueden influir en entornos fisicos o virtuales” (articulo 30.), y los clasi-
fica en funcion de su riesgo hacia los derechos humanos en cuatro catego-
rias: los de riesgo inaceptable, los de riesgo alto, los de riesgo limitado y los
de riesgo minimo para los derechos.

A. Sistemas de riesgo inaceptable para los derechos

De acuerdo con el articulo 5o0. de la ley, son sistemas de riesgo inaceptable
aquellos que incluyen practicas como el despliegue técnicas subliminales
que resulten manipuladoras o engafiosas en la toma de decisiones del con-
sumidor; los que exploten vulnerabilidades; los sistemas de categorizacion
biométrica y/o evaluacion, clasificacion y puntuacion de persona con el
fin de evaluar o predecir el riesgo de que una persona fisica cometa un deli-
to; los sistemas que busquen inferir emociones de una persona en los ambi-
tos del lugar de trabajo en de las instituciones educativas (salvo por razones
médicas o de seguridad). Esos sistemas quedan prohibidos.

También proscribe la compilacion de bases de datos de reconocimiento
facial mediante el raspado no selectivo de imagenes faciales de Internet o de
grabaciones de CCTV, y la identificacion biométrica a distancia “en tiempo
real” con fines policiales, a menos que sea estrictamente necesaria para bus-
queda especifica de victimas de algtin delito como secuestro o trata de perso-
nas, para la prevencion de alguna amenaza especifica, o para la localizacion
de una persona sospechosa de alguna infraccion penal.

En esos casos de excepcion se requiere de una autorizacion para operar-
los para valorar tanto la naturaleza de la situacion (evaluando la magnitud
del perjuicio causado en caso de no ser utilizada), como las consecuencias
de la utilizacion para las personas afectadas. Por ello, antes de su aplicacion,
la policia debe completar una evaluacion de impacto sobre los derechos fun-
damentales y registrar el sistema en la base de datos de la UE (salvo en casos
de urgencia) ajustandose a una serie de condiciones temporales, geograficas
y personales de las legislaciones nacionales.

B. Sistemas de riesgo alto

Por otra parte, en la norma se regulan los sistemas de riesgo alto. En estos
encontramos aquellos destinados a utilizarse como componente de seguri-
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dad y que deba someterse a una evaluacion de la conformidad por terceros
con arreglo a la legislacion de armonizacion de la UE, asi como los sistemas
enumerados en el anexo III, que son los relacionados con el uso de datos
biométricos, infraestructuras criticas (suministro de agua, gas, calefaccion
y electricidad), educacion y formacion profesional, empleo, gestion de tra-
bajadores y acceso al autoempleo, prestacion de servicios esenciales, tan-
to publicos como privados, fuerzas y cuerpos de seguridad (siempre que el
uso esté permitido por la legislacion nacional), gestion de migracion, asilo
y control de fronteras, administracion de justicia y procesos democraticos
(articulo 60.).

En estos casos no hay una prohibicion absoluta, pero si una intensa re-
gulacion, que incluye que los sistemas deben:

a) Establecer un sistema de gestion de riesgos que sera revisada y actuali-
zada de manera periddica y sistematica a lo largo de todo el ciclo de la
vida del sistema de IA (articulo 90.);

b) Elaborar documentacion técnica antes de su comercializacion o puesta
en servicio para demostrar a la autoridad que el sistema cumple los re-
quisitos establecidos y proporcione a las autoridades nacionales compe-
tentes y a los organismos notificados la informacion necesaria de forma
clara y completa (articulo 11);

¢) Dar mantenimiento de registros a fin de garantizar un nivel de trazabili-
dad del funcionamiento del sistema de A (articulo 12);

d) Ser totalmente trasparentes en el suministro de informacion a los em-
presarios, lo que implica que deberan ser acompanados de instrucciones
de uso, cuya informacion sera accesible y comprensible para los usua-
rios (articulo 13);

e) Contar con supervision humana para prevenir o reducir los riesgos a la
salud, seguridad o derechos fundamentales; (articulo 14);

f) Cumplir con los estandares de precision, robustez y ciberseguridad, y

g) Los sistemas que hagan uso de técnicas que impliquen el entrenamien-
to de modelos con datos deberan de llevar a cabo la gobernanza de los
datos garantizando su validacion y evitando, en medida de los posible,
errores (articulo 10).

Este es un caso muy claro de regulacion para respetar los derechos hu-
manos que, como se apuntd anteriormente, pueden ponerse en riesgo con la
IA. Especial énfasis se pone en el tema de la seguridad y de la vigilancia,

Cuestiones Constitucionales. Revista Mexicana de Derecho Constitucional, vol. 26, nim. 52, 2025, 19226
e-ISSN: 2448-4881

DOI: https://doi.org/10.22201/iij.24484881e.2025.52.19226

Esta obra esta bajo una Licencia Creative Commons Reconocimiento-NoComercial 4.0 Internacional

7de 13



8de 13

con el objeto de no vulnerar los derechos a la privacidad y a la intimidad
de las personas, sino que, por el contrario, puedan desarrollarse libremente.

C. Sistemas de riesgo limitado y minimo

Cuando el sistema no supone un riesgo significativo a la salud, seguridad
o derechos humanos de las personas, es decir, cuando esta destinada a rea-
lizar una tarea procedimental limitada, mejorar resultados de una actividad
humana o detectar patrones, el proveedor debera presentar los documentos
necesarios para una evaluacion y registro antes de comercializarlo o ponerlo
en servicio. (articulo 52).

Ademas, la ley establece las obligaciones de los proveedores e implan-
tadores de sistemas que, de manera enunciativa mas no limitativa, incluye
disponer de un sistema de gestion de calidad, conservar la documentacion
y registros generados, garantizar que el sistema se someta al procedimiento
de evaluacion, cumplir con las obligaciones de registro y transparencia, entre
otras (articulos 53 y 54).

Estos modelos, considerados de proposito general, pueden suponer
un riesgo sistematico, lo cual es determinado bien mediante una evaluacion
de si sus metodologias y técnicas son adecuadas; o bien, cuando asi lo dis-
pone la comision de oficio o tras una alerta cualificada de la Comision Téc-
nica Cientifica. En este segundo supuesto, la alerta da lugar a que, en respeto
a la garantia de audiencia, el proveedor pueda ofrecer pruebas de que no hay
un riesgo sistematico, tras lo cual, decidira la comision. En cualquier caso,
se debe publicar un listado de modelos de 1A de propoésito general con riesgo
sistematico, que debe estar actualizado.

De cualquier manera, sean o no de riesgo sistematico, los proveedores
de modelos de IA de propdsito general cuentan con una serie de obligacio-
nes, entre las cuales se encuentra elaborar y mantener actualizada la docu-
mentacion técnica del modelo, proporcionar informacion y documentacion
a los proveedores de sistemas de IA que busquen integrar el modelo a sus
sistemas, respetar la legislacion de la Union, publicar un resumen detallado
sobre el contenido utilizado para entrenar el modelo de IA de proposito gene-
ral, designar a un representante autorizado y cooperar con la comision y las
autoridades nacionales, entre otras (articulo 53).

A estas obligaciones se les suman otras, en caso de que se trate de un
modelo de riesgo sistematico, pues en tal caso los proveedores deben realizar
la evaluacion del modelo, mitigar los posibles riesgos, documentar y comu-
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nicar incidentes graves y garantizar un nivel adecuado de proteccion de la
ciberseguridad (articulo 55).

2. Autoridades, obligaciones

El paso de la regulacion ética a la juridica supuso la necesidad de normar
a las autoridades y sus competencias para la debida implementacion de la
EU AT ACT. En concreto, en las secciones 4 y 5 del capitulo 111, se determi-
na quienes seran las autoridades competentes para notificar y los organismos
notificados que se encargaran de establecer y aplicar los procedimientos para
la evaluacion, designacion y notificacion de organismos de evaluacion.

Asimismo, en el capitulo VII se determina la gobernanza a escala de la
Unidn, para lo cual se crea la “Oficina Europea de Inteligencia Artificial”,
en el seno de la comision, como encargada de supervisar la aplicacion de la
ley. Se destaca la funcion clave de la oficina sera la facilitacion de la elabo-
racion de codigos de buenas practicas a nivel europeo, abordando distintas
cuestiones como la actualizacion de informacion, identificacion y gestion
de riesgos, y la participacion de todos los interesados.

De igual forma, se crea una “Junta Europea de Inteligencia Artificial”,
cuyo consejo estara compuesto por un representante de cada Estado miembro
(electo por su estado por un periodo de 3 afios) y deberan asistir el Supervisor
Europeo de Proteccion de datos y la oficina de Al en calidad de observadores
sin tomar parte en las votaciones. Este Consejo debera de manera enuncia-
tiva, contribuir a la coordinacion entre autoridades nacionales competentes
responsables de la aplicacion del reglamento, recopilar y compartir conoci-
mientos técnicos y reglamentarios, asesorar en la aplicacion del reglamento,
contribuir a la armonizacion de las practicas administrativas de los Estados
miembros, emitir recomendaciones y dictamenes relativos al reglamento,
apoyar a la promocion de la alfabetizacion en la IA, la conciencia publica
y comprension de beneficios, riesgos, salvaguardias y desechos y obligacio-
nes en relacion al uso de sistemas de IA, facilitar el desarrollo de criterios co-
munes y contribuir y cooperar con otras instituciones, 6rganos u organismos
de la Uniodn, asi como con las autoridades competentes de terceros paises.

Por otra parte, se creara un “foro consultivo” para asesorar y proporcio-
nar conocimientos técnicos a la junta y la comision. Este foro consultivo sera
designado por la comision y representaran una seleccion equilibrada de las
partes interesadas (la industria, las nuevas empresas, las PYMES, la socie-
dad civil y el mundo académico). La Agencia de los Derechos Fundamenta-
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les, la Agencia de Ciberseguridad de la Union Europea, el Comité Europeo
de Normalizaciéon (CEN), el Comité Europeo de Normalizacion Electrotéc-
nica (CENELEC) y el Instituto Europeo de Normas de Telecomunicacion
(ETSI) seran miembros permanentes del foro consultivo. También podra
crear subgrupos permanentes o temporales, para examinar cuestiones espe-
cificas, relacionadas con los objetivos del reglamento.

Asimismo, contempla un “grupo cientifico” expertos seleccionados
por la comision sobre la base de conocimientos cientificos o técnicos actua-
lizados en el &mbito de la inteligencia artificial.

En cualquier caso, los Estados miembros de la Union tienen también
un papel que jugar. Por ello, la ley reconoce que seguiran existiendo espacios
propios de regulacion de cada Estado, y que cada miembro vele por estable-
cer una autoridad nacional que proporcionen un entorno controlado que fo-
mente la innovacién y facilite el desarrollo de los sistemas de 1A, mejoren
la seguridad juridica para lograr el cumplimiento normativo, apoyen al in-
tercambio de buenas practicas, faciliten la cooperacion transfronteriza entre
las autoridades nacionales y la divulgacion publica de informacion.

IV. Valoracion de la EU AI ACT

La Ley de Inteligencia Artificial de la UE ha generado opiniones diversas.
Por una parte, organizaciones civiles de proteccion de los derechos huma-
nos en los entornos digitales, como “Access Now”, han expresado su in-
conformidad con el texto. (Access Now, 2024) Esta organizacion destaca
que, debido a la presion ejercida por la industria tecnologica, la ley presen-
ta numerosas lagunas y excepciones, lo que socava su objetivo de proteger
los derechos humanos. Sefala, ademas, que la legislacion no prohibe algu-
nos de los usos mas peligrosos de la IA, como el reconocimiento facial en es-
pacios publicos sin un control adecuado, y exime a las autoridades policiales
y migratorias de importantes requisitos de transparencia, y esta omision pue-
de dar lugar a practicas discriminatorias, y erosionar la confianza publica
en la aplicacion de estas tecnologias. Ademas, la ampliacion de la exencion
de seguridad nacional mas allé de lo permitido en los tratados de la UE plan-
tea preocupaciones sobre posibles abusos y falta de rendicion de cuentas
en contextos sensibles como la vigilancia estatal y la seguridad fronteriza,
lo cual podria agravar los riesgos en el ambito migratorio.

Por otro lado, hay quienes consideran que la legislacion representa
un marco juridico sélido y exhaustivo. Los defensores de la ley argumen-
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tan que adopta un enfoque innovador que permitira sentar las bases para
una regulacion integral de la inteligencia artificial. Destacan aspectos positi-
vos como la clasificacion de los sistemas de A por niveles de riesgo, que es-
tablece requisitos especificos y proporcionales para diferentes aplicaciones,
promoviendo asi un uso seguro y ético de la tecnologia. Sin embargo, tam-
bién reconocen que la ley presenta areas de mejora, particularmente en la
falta de regulacion del uso de la IA en el ambito militar, un aspecto critico
dado el potencial uso indebido de estas tecnologias en conflictos armados
y operaciones bélicas, lo que podria tener implicaciones graves para la segu-
ridad internacional y los derechos humanos. (Burlacu, F. y Luta, G., 2023)

Ademas, existen preocupaciones mas especificas en diversos sectores.
En el ambito del derecho de dafos, se debate como la ley aborda la res-
ponsabilidad y compensacion en casos de perjuicio causado por sistemas
de IA, lo que podria complicar la proteccion de los derechos de los afec-
tados (Chamberlain, J., 2023). En el sector de la robdtica, se sefiala que la
legislacion no contempla de manera suficiente los desafios éticos y de segu-
ridad que surgen con el desarrollo y despliegue de robots avanzados, lo cual
es crucial para prevenir riesgos asociados con la autonomia y la toma de de-
cisiones por parte de las maquinas (Gallese Nobile, 2023). En cuanto a los
sistemas eléctricos, se ha planteado que la integracion de la IA expone cues-
tiones sobre la seguridad y la resiliencia de infraestructuras criticas, y la
ley aun no proporciona un marco adecuado para mitigar posibles amenazas
en este campo (Niet, [., van Est, R., y Veraart, F., 2021).

Desde mi perspectiva, la Ley de Inteligencia Artificial de la UE debe
ser valorada positivamente como la primera legislacion de este tipo en el
mundo. Este logro es significativo porque establece un precedente global
para la regulacion de la inteligencia artificial. Aunque no es perfecta, repre-
senta un primer paso crucial en la direccion correcta.

La ley pone énfasis en el respeto a la dignidad de las personas, y eso
es algo que debe celebrarse. Teniendo claridad en ese valor, pueden des-
prenderse una serie de principios generales regulatorios que garanticen
los derechos humanos. Entrar en mas detalles puede ser complicado por la
naturaleza compleja y en rapida evolucion de la IA. Es necesario que la regu-
lacion sea flexible y capaz de adaptarse a los cambios, garantizando que los
derechos sean el auriga de la regulacion.

No podemos perder de vista que se trata de una regulacion pionera, y por
ello la UE ha asumido un reto considerable: regular una tecnologia en rapi-
da evolucion que presenta desafios técnicos, éticos y sociales complejos.
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La complejidad de esta tarea no debe subestimarse: la [A es una tecnologia
multifacética que afecta a multiples sectores y aspectos de la vida cotidiana,
y su regulacion requiere un equilibrio delicado entre fomentar la innovacion
y proteger los derechos humanos.

Es natural que, como primera ley de su tipo, la legislacion presente la-
gunas y areas que requieran refinamiento. Sin embargo, su principal valor
radica en haber abierto un debate menos abstracto sobre como debe regular-
se la inteligencia artificial. Este debate es esencial no solo para perfeccionar
la propia ley, sino también para guiar futuras legislaciones a nivel nacio-
nal en los distintos estados miembros de la UE y en otras naciones. La ley
ha proporcionado un marco sobre el cual se pueden construir normas mas de-
talladas y especificas, y la critica constructiva y el debate ptblico seran fun-
damentales para su evolucion y mejora continua.

La implementacion de esta ley permitira identificar areas de oportunidad
y aspectos que necesitan ajustes o clarificaciones. La practica revelard como
los principios generales pueden aplicarse en contextos especificos y como
los distintos actores, desde gobiernos hasta empresas y ciudadanos, interac-
tian con la legislacion.

El debate en torno a la EU AI ACT es esencial no solo para identificar
y corregir sus deficiencias, sino también para enriquecer la conversacion
sobre la vigencia de los derechos humanos en entornos digitales. Es funda-
mental que en todo momento se priorice la dignidad y los derechos de las
personas. La inteligencia artificial tiene el potencial de transformar radi-
calmente nuestras vidas, pero también presenta riesgos significativos si no
se maneja con cuidado.
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