Ensemble lagged forecasts of a monsoon depression over India using a mesoscale model
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ABSTRACT

A monsoon depression formed over the Bay of Bengal, India, during 27 July 1999 and crossed the east coast of India on 28 July 1999. The system caused copious rainfall over the east coast of India and adjacent regions and is investigated in this study using ensemble lagged methods with the Pennsylvania State University/National Center for Atmospheric Research (PSU/NCAR) Fifth Generation Mesoscale Model (MM5). Two
sets of experiments are designed with five members of ensembles in each set starting at 12 UTC 25 July 1999 and at preceding times separated by 3 hour intervals. In the first experiment, the National Center for Environmental Prediction (NCEP) reanalysis data is utilized in the forecast of a coarse grid spacing domain and subsequent nest down to a finer (30 km) grid spacing domain. In the second experiment, the NCEP reanalysis data is directly utilized in the 30 km domain as initial/boundary conditions. The results of the ensemble average of both experiments are compared with the analysis and observations. It is found that at the initial times of verification, the ensemble average of the sea level pressure field corresponding to the second experiment has a larger horizontal structure and is more closer to NCEP reanalysis. However at later times of verification, the ensemble average of sea level pressure field corresponding to the first experiment is found to be better. The area averaged 24 hour accumulated precipitation of all the ensemble members have higher values corresponding to the first experiment as compared to the second experiment. Also, the spread of the area averaged 24 hour accumulated precipitation of all the ensemble members with respect to their respective ensemble average are higher for the first experiment as compared to the second experiment. The results of the study would be useful to operational weather forecasting centers in India as it would provide them different evaluating ways to develop and test the importance of ensembles.
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1. **Introduction**

A set of forecasts that is verified at the same time can be broadly termed as a forecast ensemble. Various sets of time lagged forecasts starting at different initial times and being verified at the same time can form an ensemble. The above implementation of ensemble methods is primarily focused on the uncertainties in the initial condition. However, in recent times the above approach has been extended to account for the uncertainties in the model itself. Hence forecasts from different models as well as different formulations of the physics (for example physical parameterization schemes) of the same model could also constitute an ensemble. Ensemble weather forecasting in operational centers have gained in importance in recent times. While the idea of ensemble forecasting has been there for a long time, the actual implementation of ensemble methods for operational weather forecasting centers has been on the increase in recent times due to increased computational resources. It is well known that the ensemble mean should give a better forecast than the control forecast provided the ensemble represents the uncertainty present in the control analysis (Epstein, 1969; Leith, 1974). One of the simplest ways to generate perturbations is to use random perturbations. It has now been realized that random perturbations is not the best way of making ensemble forecasts for random perturbations still require several hours or even days before they can organize and grow as fast as the forecast errors (Toth and Kalnay, 1993). Hoffman and Kalnay (1983) proposed the lagged average forecasting (LAF) method, which utilizes the forecasts started at earlier and at different lag times. However, the LAF ensemble method has the disadvantage that the earlier started forecasts have a much larger perturbation and hence are relatively less skillful than the latter forecasts (Toth and Kalnay, 1993). One approach to circumvent the above is to ascribe different weights for the different members in the ensemble (Hoffman and Kalnay, 1983) or by scaling back the large errors to a moderate and reasonable size (Ebisuzaki and Kalnay, 1991). Another well known method called the breeding of growing modes was proposed by Toth and Kalnay (1993), which provides for realistic perturbations that actually represent the errors present in the analysis.
Arritt et al. (2004) utilized four different methods for creating ensembles for seasonal limited area forecasts. The above study addressed the summer 1993 flood (1 June 1993 – 31 July 1993) over the north central United States. While the first three methods utilized the Pennsylvania State University/National Center for Atmospheric Research (PSU/NCAR) Fifth Generation Mesoscale Model (MM5) (using LAF, perturbed physics method and mixed physics method) for generating ensembles, the fourth method used multi-model ensembles. The model results of the above study revealed that the lagged average ensemble had very little spread, while the multi-model and the mixed physics methods had the largest spread. The reason for the small spread in the lagged average method using the MM5 model is attributed to the dominance of the lateral boundary condition on the regional model solution with very little impact of the initial condition. The above is understandable considering the seasonal nature of the integrations lasting two months. The highest equitable threat score (ETS) was related to the specific threshold for the accumulated precipitation. For low values of precipitation threshold, both lagged ensemble as well as mixed physics ensemble produced the highest ETS while for the higher precipitation threshold, both mixed physics and multi-model ensembles produced the highest ETS (Arritt et al., 2004). Pendergrass (2004) used two bias correction methods, namely lagged average and lagged linear regression for individual members of ensemble forecasts. Both methods utilize the forecast bias from previous forecasts to predict the bias of the current forecast at every station. The results of the study indicate that the lagged linear regression methods are less biased but have more variance than the forecasts corrected with the lagged average method.

Among the well known and widely used non-hydrostatic mesoscale models are the Fifth Generation Mesoscale Model (MM5) (Grell et al., 1994), the Regional Atmospheric Modeling System (RAMS) (Pielke et al., 1992) and the Advanced Regional Prediction System (ARPS) (Xue et al., 2000). Roy Bhowmik and Prasad (2001) investigated the performance of the adapted version of the Florida State University (FSU) Limited Area Model (LAM) in predicting precipitation estimates over India during South-West Monsoon (June-September) and North-East Monsoon (October and November) for three years (1997-1999). Due to the relatively coarse grid spacing of the model ($1 \times 1^\circ$), some underestimation of the orographic rainfall was observed. However, the above LAM was successful in reproducing the spatial patterns of monthly and seasonal rainfall. Roy Bhowmik (2003) using the FSU LAM examined the impact of model horizontal grid spacing (50 km and 16 vertical levels as well as 100 km and 12 vertical levels) for the case of three monsoon depressions and one tropical cyclone during August and September 1997. The results indicated that the observed heavy precipitation pattern over the Western Ghats could be reproduced by a model with a finer grid spacing. Potty et al. (2000) utilized a limited area mesoscale model to simulate the structure and track of four monsoon depressions over the Bay of Bengal. The results indicated that while the magnitude of the central pressure was higher than observed, the location, track, and the spatial distribution of precipitation associated with the monsoon depression could be well simulated. Potty et al. (2001) simulated the planetary boundary layer (PBL) structure over the Indian summer monsoon trough using a mesoscale model during the passage of a monsoon depression. The main observed features of the monsoon trough region were well simulated by the model. While there
have been a large number of studies which have investigated the impact of additional observations on the simulation and structure of monsoon depressions, tropical cyclones, and low pressure systems which have occurred over India, there are not many studies which have utilized ensemble methods to investigate systems which have formed over India. While Section 2 provides a description of the monsoon depression, section 3 outlines a description of the model and the design of ensemble numerical experiments. Section 4 provides the results while section 5 describes the conclusions of this study.

2. Description of the monsoon depression

A low-pressure system had formed initially on 25 July 1999 over the Bay of Bengal, India. The above low pressure system had subsequently intensified to a depression on 27 July 1999. A deep cloud cluster of 200 km in horizontal extent was seen to the west of the center of the monsoon depression. Outgoing long-wave radiation (OLR) minima of 135 W m$^{-2}$ were also found to the west of the depression center, indicating strong convection while high values of OLR were observed from the south and the central Bay. The system further intensified to a deep depression on 28 July 1999 before crossing land on the same day (Thapliyal et al., 2000). The deep depression weakened into a low pressure system on July 30 over Central India, northwest Madhya Pradesh, and continued to move west, northwestwards and subsequently weakened over west Rajasthan on 3 August 1999. The above depression caused copious rainfall along its track and is investigated in this study using ensemble methods.

3. Description of the model and ensemble experiments

The present study utilized the MM5 model version 3.5 (Grell et al., 1994; Dudhia, 1993, Dudhia and Bresch, 2002). The MM5 model is a limited area, nonhydrostatic, terrain following sigma coordinate model designed to simulate or predict mesoscale atmospheric circulation. The advantage of the MM5 model, other than its availability in public domain is that it offers multiple-nesting capability, four-dimensional data assimilation (Newtonian nudging), a large number of physics options along with the availability of both one-way as well as two-way nesting options. Twenty three vertical layers (centered at $\sigma = 0.995, 0.985, 0.97, 0.945, 0.91, 0.87, 0.825, 0.775, 0.725, 0.675, 0.625, 0.575, 0.525, 0.475, 0.425, 0.375, 0.325, 0.275, 0.225, 0.175, 0.125, 0.075, 0.025$) and a system of two nested domains of horizontal grid spacing 90 km ($85 \times 75$ grid cells in east-west and north-south directions) and 30 km ($129 \times 119$ grid cells in the east-west and north-south directions) were utilized. The study used the Medium Range Forecast (MRF) scheme for PBL, the Grell (Grell, 1993) scheme for cumulus parameterization, a simple ice scheme for explicit moisture, a simple radiation scheme and a multi-level soil model. Mandal et al. (2004) utilized the MM5 model to study the impact of the various physical parameterization schemes on the prediction of tropical cyclones over Bay of Bengal. They utilized two planetary boundary layer (PBL) and four convection schemes to simulate two tropical cyclones (7-9 and 22-25 November 1995) which formed over the Bay of Bengal, and found that the Hong-Pan PBL scheme (known as MRF PBL) in combination with
Grell (or Betts-Miller) cumulus scheme was found to perform better than other combinations. In our MM5 simulations, we have used the MRF PBL scheme in combination with Grell cumulus scheme for simulating tropical systems such as monsoon depressions as suggested by the results of Mandal et al. (2004). Also National Center for Environmental Prediction (NCEP) reanalysis data (Kalnay et al., 1996) available at a horizontal grid spacing of $2.5 \times 2.5^\circ$ (144 x 73 grid cells from 90N 90S and 0E 357.5E) and a time spacing of 6 hours were used to provide for initial and lateral boundary conditions. The pressure level data available at seventeen pressure levels (hPa): 1000, 925, 850, 700, 600, 500, 400, 300, 250, 200, 150, 100, 70, 50, 30, 20, 10 for the following five variables namely: air temperature, zonal wind component, meridional wind component, water vapor specific humidity and geopotential height were utilized. In addition, surface flux data such as sea level pressure, skin temperature, air temperature and water vapor specific humidity at 2 m, zonal and meridional wind components at 10 m, and soil temperature and soil moisture (0 - 10 cm and 10-200 cm) from NCEP reanalysis were utilized. A one-way nesting option was employed. In this study, five sets of time-lagged forecasts starting at different initial times and being verified at the same time were generated. The five sets of ensembles which form part of the first experiment were started at five different starting times 25 July 1999, 00, 03, 06, 09 and 12 UTC, and were integrated till 29 July 1999, 00 UTC. The analysis at 03 and 09 UTC was obtained by time averaging of the adjacent analysis. Here, the NCEP reanalysis was utilized in the forecast of the 90 km domain and subsequent nest down to the 30 km domain. The analysis at 03 and 09 UTC was obtained by time averaging of the adjacent analysis. Another set of five ensembles which form part of the second experiment were generated by directly utilizing NCEP reanalysis to the 30 km domain as initial/boundary conditions at the same five initial times as mentioned above. The integrations of all the five ensembles were performed till 29 July 1999, 00 UTC. While at near the beginning of the verification time, all the five ensembles of the second experiment have analysis errors, all the five ensembles of the first experiment have forecast errors (the latter due to integration of the coarse 90 km domain and whose output was used to create initial and lateral boundary conditions for the 30 km domain) in addition to the analysis errors. No four-dimensional data assimilation (FDDA) was utilized in these numerical experiments.

The objective of this study is to examine the differences if any of the nature of the ensemble mean obtained through the first and second experiments, as well as the nature of the spread of each ensemble member about the ensemble mean for both the experiments. The results of each of the five ensemble members of each experiment were verified at the same time (26 July 1999, 00 UTC and thereafter till 29 July 1999, 00 UTC). However for the area averaged 24 hour accumulated precipitation values, the verification started from 26 July 1999 12 UTC and thereafter till 29 July 1999, 00 UTC.

4. Results and discussions
The primary objective of this study is to investigate the use of ensemble methods i.e. importance of initial conditions (forecasts being started at different times and being verified at the same time) in the prediction of tropical systems such as monsoon depressions. In addition, this study seeks to pose if it is desirable to use the NCEP reanalysis directly to the 30 km domain as initial/boundary
conditions or is it better to use the reanalysis data for the forecast of the coarse domain (90 km) and subsequent nest down to a finer grid spacing (30 km) domain. Which of the above two scenarios would provide for a better forecast. Figure 1 provides the model domain utilized in this study. Figures 2-4 depict the sea level pressure patterns for 26 July 1999, 00 (Figs. 2a, 2c and 2e) and 12 UTC (Figs. 2b, 2d and 2f), for 27 July 1999, 00 (Figs. 3a, 3c and 3e) and 12 UTC (Figs. 3b, 3d and 3f) and for 28 July 1999, 00 (Figs. 4a, 4c and 4e) and 12 UTC (Figs. 4b, 4d and 4f). All the figures and the model results in this study pertain to the 30 km domain. Since the NCEP reanalysis data has coarse grid spacing of $2.5 \times 2.5^\circ$ it is proposed to start the verifying time at 26 July 1999, 00 UTC (i.e. after allowing for at least 12 hours of integration). The top panels provide the sea level pressure pattern from NCEP reanalysis while the middle and lower panels depict the ensemble average of the mean sea level pressure obtained from the MM5 simulations corresponding to the first and the second experiments. The ensemble mean is obtained by averaging all the ensemble members at the same verifying time. Except for the sea level pressure field obtained from the MM5 model at 26 July 1999, 00 UTC, the sea level pressure fields obtained at other times from the same model provide for a weaker system as compared to the analysis. The above result can be attributed to the absence of FDDA of observation with finer grid spacing. The reason for the above behavior is that model simulations with just the $2.5 \times 2.5^\circ$ NCEP reanalysis data as initial conditions without any assimilation of high resolution observations may not yield the desired simulation performance. Figure 2 reveals that the horizontal structure of the depression from the second experiment (NCEP reanalysis is directly utilized in the 30 km domain as initial/boundary conditions) has large spatial extent and is closer to the NCEP reanalysis than the results of the first experiment (reanalysis used in forecast of

Fig. 1. Modeling domain utilized in this study. D1 refers to the 90 km domain while D2 refers to the 30 km domain.
Fig. 2. Sea level pressure pattern (hPa) for 26 July 1999, 00 and 12 UTC. The upper panels (Figs. 2a and 2b) correspond to NCEP reanalysis while the middle (Figs. 2c and 2d) and lower panels (Figs. 2e and 2f) refer to the ensemble average of the MM5 simulations for the first and second experiments.

90 km domain and subsequent nest down to 30 km domain). The above behavior can be understood considering the fact that at the start of the verifying time (26 July 1999, 00 and 12 UTC), the ensemble members of the second experiment contain only the analysis errors while the ensemble members of the first experiment contain forecast errors in addition to the analysis errors. Although
a similar behavior is seen for the times 27 and 28 July 1999, 12 UTC, an opposite behavior is seen at other days (27 and 28 July 1999, 00 UTC). While there are, undoubtedly, errors associated with the forecast of the coarse grid spacing domain in the ensemble members of the first experiment, it has to be remembered that both the 90 and 30 km domains are integrated using the same model dynamics and physics. Hence there is a possibility of reduced spin-up or shock effect at the forecast start for the MM5 simulations corresponding to the first experiment due to better balance of the initial model condition as compared to the simulation of the second experiment. Also, the availability of the lateral boundary conditions is more frequent (equal to the output frequency of the coarse
domain model which is 3 hours) for the first experiment as compared to the second experiment (frequency of NCEP reanalysis which is 6 hours). The contrasting behavior (seen at 00 and 12 UTC) of the results of the two experiments as far as the horizontal structure of the sea level pressure field for 27 and 28 July 1999 appears to be associated with diurnal variation.

Figures (5-7) depict the lower tropospheric winds (26-28 July 1999, 00 and 12 UTC) as well as the 24 hour accumulated precipitation (the latter restricted to 27 and 28 July 1999, 00 UTC) from the NCEP reanalysis (a and b, upper panels) and from the ensemble average obtained from MM5.
simulations corresponding to the first (c and d, middle panels) and second (e and f, lower panels) experiments. The lower tropospheric winds from the NCEP reanalysis refer to a height of 1829 m, and the same from the MM5 simulations correspond to the nearest $\sigma$ level ($\sigma = 0.775$) having a height of 1882 m. While the cyclonic circulation at 26 July 1999, 00 and 12 UTC in the ensemble average of both experiments (Figs. 5c, 5d, 5e, and 5f) is not different from one another, the same for latter time (27 and 28 July, 00 and 12 UTC) reveals that the ensemble average of the first experiment (Figs. 6c, 6d, 7c and 7d) provide for a stronger cyclonic circulation especially to the north of the depression center as compared to the ensemble average corresponding to the second experiment. Figure 8 depicts the sea level pressure field (Figs. 8a, 8c and 8e), the lower tropospheric
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Fig. 5. Lower tropospheric winds (m s$^{-1}$) (1829 m for NCEP reanalysis and $\sigma = 0.775$ for MMS simulations) for 26 July 1999, 00 and 12 UTC. Upper panels (Figs. 5a and 5b) refer to NCEP reanalysis, while the middle (Figs. 5c and 5d) and lower panels (Figs. 5e and 5f) refer to the ensemble average of the MM5 simulations for the first and second experiments.
Fig. 6. Same as Fig. 5, except that 24 hour accumulated precipitation (cm) is also shown for 27 July 1999, 00 UTC while winds (m s$^{-1}$) are shown for 27 July 1999, 00 and 12 UTC. Upper panels (Figs. 6a and 6b) refer to NCEP reanalysis for winds (m s$^{-1}$) and precipitation (cm) while the middle (Figs. 6c and 6d) and lower panels (Figs. 6e and 6f) refer to the ensemble average of the MM5 simulations for the first and second experiments.

wind field as well as the 24 hour accumulated precipitation (Figs. 8b, 8d and 8f) for 29 July 1999, 00 UTC. Again, the ensemble average of the first experiment (Fig. 8c) provides a larger structure of the sea level pressure field as compared to the ensemble average of the second experiment (Fig. 8e). Also, the ensemble average of the lower tropospheric wind corresponding to the first experiment (Fig. 8d) shows a stronger cyclonic circulation especially to the north of the depression center as compared to the ensemble average of the second experiment (Fig. 8f). The above behavior is
Fig. 7. Same as Fig. 6 except for 28 July 1999, 00 and 12 UTC

d) Wind FCST + 12 h

similar to the behavior seen for 27 and 28 July 1999, 00 UTC. Figure 9 (a-f) depicts the Tropical Rainfall Measurement Mission (TRMM) 24 hour accumulated rainfall (Figs. 9a, 9c and 9e) as well as QuikSCAT winds over the sea (Figs. 9b, 9d and 9f) for 27 July 1999, 00 UTC, 28 July 1999, 00 UTC, and 29 July 1999, 00 UTC. It is evident that the precipitation values obtained from the NCEP reanalysis for 27-29 July 1999, 00 UTC (Figs. 6a, 7a and 8b) are much lower compared to the rainfall amounts from TRMM (Figs. 9a, 9c and 9e). While the maximum rainfall from TRMM is seen over the east coast of India as well as adjacent Bay of Bengal regions (Fig. 9a) on 27 July
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Fig. 8. Sea level pressure pattern (Figs. 8a, 8c and 8e) and lower tropospheric winds (m s⁻¹) (Figs. 8b, 8d and 8f) for 29 July 1999, 00 UTC. The upper, middle and lower panels refer to NCEP reanalysis and the ensemble average of the MM5 simulations for the first and second experiments.

1999, 00 UTC, the rainfall pattern seems to be at a more inland location for the next two days (Figs. 9c and 9e), consistent with the fact that the depression has indeed crossed land on 28 July 1999. The ensemble average of the 24 hour accumulated precipitation for both experiments do not reveal marked inland penetration of the rainfall pattern on 28 and 29 July 1999, 00 UTC as revealed by the TRMM data. The 24 hour accumulated precipitation as manifested in the ensemble average of the
second experiment (Fig. 6e) exhibits an improved large scale structure of the spatial precipitation pattern on 27 July 1999, 00 UTC. However, for the other days (28 and 29 July 1999, 00 UTC), the ensemble average corresponding to the first experiment (Fig. 7c and 8d) reveals more amount of rainfall over the eastern coastal areas with relatively more inland penetration of rainfall compared to the second experiment (Figs. 7e and 8f). However, the rainfall amounts of both experiments as deduced from the model seem to be underestimated as compared to the TRMM data.
In order to obtain a quantitative measure of the difference of the ensemble average obtained from the two experiments, the following strategy was conceived. First a box of $15 \times 15^\circ$ domain was identified over the center of the depression (i.e. location of the minimum sea level pressure as obtained from the NCEP reanalysis). The space correlation as well as the root mean square errors (RMSE) of the ensemble average of sea level pressure field for both experiments with respect to the NCEP reanalysis data was obtained at different times and is shown in Table I. It is clear from Table I that the space correlation of the sea level pressure field corresponding to the ensemble average of the second experiment is higher compared to the first experiment till 27 July 1999, 00 UTC. Also, the RMSE of the ensemble average of the second experiment is lower for the first day as compared with the first experiment. This result is consistent with our earlier deduction that at the initial verifying time the second experiment has only analysis errors, while the first experiment has forecast errors in addition to the analysis errors. The situation, however, changes after 27 July 1999, 00 UTC with the space correlation of the first experiment having higher value and the corresponding RMSE of the first experiment being lower as compared to the second experiment. The above behavior has been observed and mentioned earlier. Table I also indicates that the RMSE of the sea level pressure field for both experiments manifests a diurnal variation. Table II is similar to Table I except that the box under consideration is of $10 \times 10^\circ$ extent. The results of Table II are similar to Table I except that the magnitudes of the space correlation are lower and the RMSE slightly higher as compared to Table I.

<table>
<thead>
<tr>
<th>Date and time (UTC)</th>
<th>Sp. Cor. (Exp. 1)</th>
<th>Sp. Cor. (Exp. 2)</th>
<th>RMSE (Exp. 1)</th>
<th>RMSE (Exp. 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>26.7.99, 00</td>
<td>0.391</td>
<td>0.541</td>
<td>3.657</td>
<td>2.676</td>
</tr>
<tr>
<td>26.7.99, 12</td>
<td>0.370</td>
<td>0.468</td>
<td>5.527</td>
<td>4.416</td>
</tr>
<tr>
<td>27.7.99, 00</td>
<td>0.442</td>
<td>0.480</td>
<td>2.840</td>
<td>3.231</td>
</tr>
<tr>
<td>27.7.99, 12</td>
<td>0.484</td>
<td>0.474</td>
<td>5.546</td>
<td>5.371</td>
</tr>
<tr>
<td>28.7.99, 00</td>
<td>0.334</td>
<td>0.281</td>
<td>3.874</td>
<td>4.394</td>
</tr>
<tr>
<td>28.7.99, 12</td>
<td>0.369</td>
<td>0.066</td>
<td>5.111</td>
<td>5.172</td>
</tr>
<tr>
<td>29.7.99, 00</td>
<td>0.132</td>
<td>−0.130</td>
<td>3.578</td>
<td>4.161</td>
</tr>
</tbody>
</table>

It would be of interest to analyze the area averaged 24 hour accumulated precipitation of each of the five ensemble members (for both experiments) as well as to examine the spread of each of the ensembles with respect to the ensemble average for both experiments. It is proposed to consider the area average of the following box between the longitudes 90 and $96^\circ$ E and between the latitudes 16 and $22^\circ$ N. The above limits are chosen for the box keeping in mind the location of the monsoon depression in the North Bay of Bengal during the period 26-29 July 1999. The domain considered is smaller as the precipitation field associated with the depression (unlike the domain considered in sea level pressure field) does not extend to a large region. Figure 10 shows the time series of the
area averaged 24 hour accumulated precipitation for each of the five ensembles as well as the ensemble average of the first experiment from 26 July 1999, 12 UTC to 29 July 1999, 00 UTC. All the ensemble members appear to have two minima and two maxima over the duration of each day. While the first three ensemble members show somewhat similar behavior, the fourth and the fifth ensemble exhibit different behavior. The standard deviation of the first five ensembles (spread of each of the ensemble members with respect to the ensemble average) of the area averaged 24 hour precipitation for the first experiment is calculated and has the following values: 0.734, 0.639, 0.596, 0.945 and 0.950 cm. Figure 11 is similar to Figure 10 except that the former corresponds to the results of the second experiment. Again, all the ensemble members show two minima and two maxima over the duration of a day. The results of the second experiment are similar to the first one, except that at most times the area averaged 24 hour accumulated precipitation has lower values in the second experiment as compared with the first experiment. The standard deviation of the first five ensembles (spread of each of the ensemble members with respect to the ensemble average) of the area averaged 24 hour precipitation for the second experiment is calculated and has the following values: 0.646, 0.553, 0.549, 0.723 and 0.907 cm. The above values indicate that the spread of the area averaged 24 hour precipitation of all the ensemble members about their respective ensemble average is more in the first experiment as compared to the second experiment. In order to bring out any differences at all between the same ensemble members corresponding to both experiments, it was decided to plot the area averaged 24 hour accumulated precipitation (Fig. 12) for each of the five ensemble members as well as the ensemble average corresponding to both experiments. The results indicate that the maximum value of the area averaged 24 hour accumulated precipitation corresponding to the first experiment has higher values as compared to the second experiment. The above holds true at most times and for all the ensemble members as well as the ensemble average.

5. Conclusions

This study investigated the use of ensemble methods (forecasts being started at different times and being verified at the same time) on the prediction of a monsoon depression. In addition, this study examined differences, if any, present between two sets of experiments. The first experiment used
NCEP reanalysis data for the forecast of a coarse domain (grid spacing 90 km) and then utilized the 90 km domain output through nest down to a finer domain with 30 km grid spacing. The second experiment, on the other hand, directly used the NCEP reanalysis data for initial and lateral boundary conditions in the domain with 30 km grid spacing. The results of the study indicate that at the initial times of verification, the ensemble average of the sea level pressure field corresponding to the second experiment has a larger horizontal structure and is more closer to NCEP reanalysis. This result is consistent with the fact that at the initial verifying time the second experiment has only analysis errors while the first experiment has forecast errors (due to the integration of the coarse domain) in addition to the analysis errors. However at later times of verification, the ensemble average of sea level pressure field corresponding to the first experiment is found to be better. It is true that there are errors associated with the forecast of the domain with the coarse grid spacing in the ensemble members of the first experiment. However, it is pertinent to note that both the 90 km
and 30 km domains in the first experiment are integrated using the same model dynamics and physics. Hence there is a possibility of reduced spin-up or shock effect at the forecast start for the MM5 simulations corresponding to the first experiment due to better balance of the initial model condition as compared to the simulation of the second experiment. Also the availability of the lateral boundary conditions is more frequent (equal to the output frequency of the coarse domain model which is 3 hours) for the first experiment as compared to the second experiment (frequency of
NCEP reanalysis which is 6 hours). The above can impact on the simulation results at later verifying times. The area averaged 24 hour accumulated precipitation indicates higher values for all ensemble members corresponding to the first experiment as compared to the second experiment. Also the spread of the 24 hour accumulated precipitation of all the ensemble members about their respective ensemble average is more in the first experiment as compared to the second experiment.
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